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Eulogy 
One of the authors (N.Kamiya) had been met and 
discussed with Prof.Susumu Okubo a lot of times. 
For study in nonaasociative algebra's subject and 

private talk in Japanese with me, 
He was always honest man. 

Hereby I would like to give an eulogy in this book. 
Also we remember him when working octonion or 

triple systems in mathematical physics. 

Hereby we would like to describe the last words of the end in his life( 
Prof. Susumu Okubo). 

Jisei no ku 
To be or not to be ? The quantum dream of the Schrodinger Cat. 
Farewell! Farewell-forever. Departure time now to the black hole. 

Never to return, farewell, sayonara. 
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1. Symmetric Triality Algebras 

This book is intented to be a brief review of recent works with new re­
sults related to triality relations as well as to A4 or S4-symmetry (alternative 
or symmetric group of 4-objects) satisfied by some algebras, especially, Lie 
algebras. And main purpose is to exhebit constractions of Lie algebras or 
superalgebras without utilizing properties of Cartan matrices and root sys­
tems. 

More precisely, we introduce the notion of triality algebras and describe 
constructions of Lie algebras or superalgebras from them. 

First let A be an algebra over a field F with bi-linear product denoted by 
juxtaposition xy. Suppose that some tj E End A for j = 0,1,2 satisfy the 
symmetric triality relation 

(1.1) 

for any x, YEA, where indices j are defined modulo 3, i.e. 

We then call the triple t = (tb t2, t3) E (End A)3 be a symmetric Lie-related 
triple ([0.05]) and set 

so Lrt(A) = {t = (tb t2, t3 )ltj(xy) = (tj+1x)y + x(tj+2Y)}' (1.2) 

For any two t, t' E so Lrt(A) , Tj,k E End A defined by 

(1.3a) 

then satisfy 
(1.3b) 

Especially 8 0 Lrt(A) is a Lie. algebra with respect to the component-wise 
commutation relation. Moreover, it is endowed with a natural order 3 auto­
morphysm () given by 

It is a generalization of the derivation Lie algebra 

Der(A) = {dld(xy) = (dx)y + x(dy), 'ix, yEA, dE EndA}. 
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For any constants Aj E F satisfying the condition Aj±3 - Aj' then t l 
-

(t~, t~, t~) defined by 
2 

t~ = L /\j-ktk 
k=O 

belongs also to t' E so Lrt(A), when we note 

Especially, for the choice of Ao = Al = A2 = 1, 

(1.4) 

is a derivation of A, i.e. dE Der (A). 
Suppose now that A is also involutive with the involution map x -+ X, 

satisfying 
x = x, x'y = yx. 

For any Q E End A, we introduce Q E End A by 

Qx = Qx. 

We then note that for any two Ql, Q2 E End A, we have 

Q1Q2 = QIQ2' 

Taking the involution of Eq.(1.1) and then letting x +-t y. it gives 

tj(xy) = (tj+2X)Y + x(lj+1Y) 

so that 

(1.5) 

(1.6) 

(1. 7) 

(1.8) 

(1.9) 

If we introduce (1 E End(s 0 Lrt(A)) by (1(to, tl, t2) = (to, t2,tl) , then (1 and 8 
generate automorphism group 83 of so Lrt(A), since we have 8(18 = (1, and 
83 = (12 = id. 

We next introduce the second bi-linear product in the vector space of A 
by 

x*y:= xy = fi x. (1.10) 
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Then the resulting algebra A* which we call the conjugate algebra of A is 
also involutive, i.e., 

(1.11) 

where Eq.(1.8) is rewritten as the Lie-related triple relation ([A-F.93]). 

(1.12) 

A reason for introducing A * is due to the following consideration. 
If A is a unital algebra over the field F of characteristic not 2, then it is 

easy to show that we have to = tl = t2 for s 0 Lrt(A) and hence s 0 Lrt(A) '" 
Der(A), since for the unit element e of A, it holds tj(xe) = tj+l(x)e + xtj+2(e) 
and tj(e) = 0, j = 0,1,2. 

However, A * could be unital, satisfying e * x = x * e = x without leading 
to to = tl = t2' Then the relation is immediately translated into A to yield 

ex = xe = x. 

We call e E A satisfying Eq.(1.13) be the para-unit of A. 
Introducing multiplication operators in A and A * by 

they satisfy 

L(x)y = xy, R(x)y = yx, 

l(x)y = x*y, r(x)y = y*x, 

L(x)R(y) = r(x)r(y) 

R(x)L(y) = l(x)l(y). 

(1.13) 

(1. 14a) 

(1. 14b) 

(1. 15a) 

(1. 15b) 

We note that an algebra A could have more than one involution. More­
over, it is often easier to deal with A rather than A * and we will discuss 
mostly relations involving A in this section, although they can be readily 
translated into those of A * . 

Lemma 1.1 

For any (to, tb t2) E so Lrt(A); we have 

[tj, L(x)R(y)] = L(x)R(tj+1Y) + L(tj+1x)R(y) 

[tj, R(x)L(y)] = R(x)L(tj+2Y) + R(tj+2X)L(y). 

(1. 16a) 

(1.16b) 
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Proof 

We can rewrite Eq.(l.l) as 

tjL(x) = L(X)tj+2 + L(tj+lX), (l.17a) 

tjR(y) = R(y)tj+l + R(tj+2Y)' (1.17b) 

:Multiplying R(y) to Eq.(1.17a) from the right and L(x) to Eq.(l.17b) from 
the left, we obtain 

tjL(x)R(y) = L(X)tj+2R(y) + L(tj+1x)R(y) , 
L(x)tjR(y) = L(x)R(y)tj+1 + L(x)R(tj+2Y)· 

Letting j -+ j + 2 in the 2nd relation and adding it to the first one this yield 
Eq.(1.16a). Similarly from Eqs.(1.17), we find 

R(y)tjL(x) = R(y)L(x)tj+2 + R(y)L(tj+1x), 
tjR(y)L(x) = R(y)tj+1L(x) + R(tj+2y)L(x). 

Letting j -+ j + 1 in the first relation and adding it to the second one, we 
obtain Eq.(1.16b).D 

Def.l.2 

Let A be an algebra which possess dj(x, y) E End A for j = 0,1,2 and for 
x, yEA, satisfying 
(1) 

(2) 

(3) 

i.e, we have 

dj(y, x) = -dj(x, y) 

d1(x, y) = R(y)L(x) - R(x)L(y) 

d2(x, y) = L(y)R(x) - L(x)R(y) 

(do(x, y), d1(x, y), d2(x, y)) E 80 Lrt(A), 

(l.ISa) 

(1. 18b) 

(1. 18e) 

dj(x, y)(uv) = (dj+1(x, y)u)v + U(dj+2(X, y)v). (1.19) 

We call A then be a regular triality algebra. Note that a explicit form for 
do(x, y) is not specified at all. 
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(4) 

and 
(5) 
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do(x, y)z + do(y, z)x + do(z, x)y = 0 (1.21) 

in addition for any j, k = 0,1,2 and any u, v, x, y, z E A, then A is called a 
pre-normal triality algebra. 

The reason for introducing these definitions is due to the following con­
siderations. To this end, we introduce 

Condition (B) 

We have AA = A. 

Condition (C) 

If some bE A satisfies either bA = 0 or Ab = 0, then b = 0. 
We can now prove: 

Proposition 1.3 

Let A be a regular triality algebra satisfying the condition (C). Then, A is 
a pre-normal triality algebra. More generally, we obtain the followings: 

(1) 

If either condition (B) or (C) holds valid, we have 

[tj, dk(x, y)] = dk(tj-kX, y) + dk(x, tj-kY) (1.22) 

for any t = (to, t 1, t2 ) E s 0 Lrt (A). Especially for a choice of tj = 
dj(u, v), this implies the. validity of Eq.(1.20). 

(2) do(x, y) is uniquely determined by Eqs.(1.18) and (1.19). 

(3) If A is involutive in addition with the involution map x -+ X, we have 

(1.23) 

(4) Finally, if we assume the condition (C), then do(x, y) satisfies Eq.(1.21). 
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Proof 

For a proof of this Proposition, we first set 

Dj,k := [tj, dk(x, y)] - dk(tj-kX, y) - dk(X, tj-kY). (1.24) 

Then, Lemma 1.1 immediately gives Dj,l = Dj,2 = 0 identically for any 
j = 0,1,2. Moreover Eq.(1.3b) for t~ = dk(x, y) together with Eq.(1.19) leads 
to 

Dj,k(UV) = (DHl,k+1U)V + u(DH2,k+2V), (1.25) 

Setting k = 0, we find Dj,o(uv) = 0 which gives Dj,o = 0 if the condition (B) 
holds. If we choose k = 1 or 2, then Eq.(1.25) implies 

u(DH2,OV) = 0 = (Dj+1,ou)v 

for any j = 0,1,2, and for any u, v E A. Therefore, under the condition (C), 
this gives Dj,o = 0 again, proving the validity of Eq.(1.22). 

Next, the uniqueness of do(x, y) can be similarly proven as follows. Sup­
pose that Eq.(1.18) and (1.19) allow the second solution for do(x, y) which 
we write as d~(x, y). Then, 

(Do, Db D2) := (do(x, y) - d~(x, y), 0, 0) E so Lrt(A) 

so that 
Dj(uv) = (Dj+1u)v + u(DH2v). 

Choosing j = 0,1 or 2, and repeating the same reasoning, this gives Do = 0, 
i,e., d~(x, y) = do(x, y). 

If A is involutive, we have 

L(x) = R(x), R(x) = L(x), (1.26) 

so that 
d1(x, y) = d2(x, y), and d2(x, y) = d1(x, y) 

which satisfy Eq.(1.23) for j = 1 and 2. In order to show its validity for 
j = 0, we set 

Dj := dj(x, y) - d3-lx, y) (j = 0,1,2) 

so that Dl = D2 = O. Moreover, Eqs.(1.1) and (1.8) imply now that we have 

Dj(xy) = (DH2 X)Y + x(Dj+1Y)' 
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Repeating again the same augument, we obtain Do = 0. 
Finally, let us set 

A(x) = ( 0, R(X)) ,Dj(x, y) = ( dj(x,y), ° ) . (1.27) 
L(x), ° 0, dj+1(x, y) 

Then, Eq.(1.19) with Eqs.(1.18) are equivalent to the validity of 

(1.28a) 

if we note Eqs.(1.17) for tj = dj(u, v). Further, we see 

[A(x), A(y)] = -D1(x, y) (1.28b) 

so that 
[A(z), [A(x), A(y)]] = A(do(x, y)z). (1.28c) 

If we set 
w = do(x, y)z + do(y, z)x + do(z, x)y, 

then the Jacobiidentity among A(x)'s leads to A(w) = 0, or R(w) = L(w) = ° 
so that we have w = ° under the condition (C). This completes the proof of 
Proposition 1.3.0 

We also note the Eq.(1.20) gives 

[Dj(u, v), Dk(x, V)] = Dk(dj-k(u, v)x, y) + Dk(x, dj-k(u, v)y). (1.29) 

Therefore, A(z) and Dj(x, y) form a Lie algebra, although we will not go into 
details. 

Let 
(1.30) 

Then, Eqs.(1.20) and (1.22) imply that g(A) is a Lie algebra which is a ideal 
of the larger Lie algebra so Lrt(A). Moreover, if we set j = kin Eq.(1.20), we 
obtain 

[dj(u, v), dj(x, V)] = dj(do(u, v)x, y) + dj(x, do(u, v)y) (1.31) 

so that dj(A, A) for each j = 0,1,2 is also a Lie algebra which is a ideal of 
g(.l1). Therefore if g(.l1) is simple, and if dj(A, .l1) =f. 0, then we must have 

g(A) = do(A, A) = d1(A, A) = d2(A, A). 
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Corollary 1.4 

Let A be a pre-normal triality algebra. Then, the triple product defined 
by 

[xyz] := do(x, y)z 

is a Lie triple product, i.e., it satisfies 

(i) [x, y, z] = -[y, x, z] 
(ii) [x, y, z] + [y, z, x] + [z, x, y] = 0 
(iii) [u, v, [x, y, zlJ = [[u, v, x], y, z] + [x, [u, v, yl, z] + [x, y, [u, v, zlJ. 

Proof 

First, (i) follows trivially since do(y, x) = -do(x, y), while (ii) is a conse­
quence of Eq.(1.21). Finally, (iii) is equivalent to the validity of Eq.(1.31) for 
j =0. 0 

We next set 

D(x, y) := do(x, y) + d1(x, y) + d2(x, y). (1.32) 

Then, D(x, y) is a derivation of A as d of Eq.(1.4). We further introduce 
Q(x, y, z) E End A by 

Q(x, y, z) := do(x, yz) + d1(z, xy) + d2(y, zx). (1.33) 

Proposition 1.5 

(1) If A is a regular triality algebra, then 

(Q(x, y, z), Q(y, z, x), Q(z, x, y» E 80 Lrt(A), i.e., 

Q(x,y,z)(uv) = (Q(y,z,x)u)v + u(Q(z,x, y)v). (1.34) 

Also,we have 

Q(x, y, z) + Q(y, z, x) + Q(z, x, y) = D(x, yz) + D(y, zx) + D(z, xy). (1.35) 

(2) Moreover, if A is pre-normal triality algebra, then 

Q(x, y, z)w = Q(w, y, z)x. (1.36) 
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Further, if A is involutive with the validity of Eq.(1.23) in addition, it satisfies 
also 

Q(x, y, z) = Q(x, z, y). 

Proof 

By Eq.(1.19), we calculate 

do(x, yz)(uv) = (d1(x, yz)u)v + u(d2(x, yz)u) 
d1(z, xy)(uv) = (d2(z, xy)u)v + u(do(z, xy)v) 
d2(y, zx)(uv) = (do(y, zx)u)v + u(d1(y, zx)v). 

(1.37) 

Adding all ofthese, we obtain Eq.(1.34). Similarly for Eq.(1.35). Since Eq.(1.23) 
gives dj(x, y) = d3- j(x, y), Eq.(1.37) follows immediately from Eq.(1.33). 

Finally in order to prove Eq.(1.36), we calculate 

and note 

Q(x,y,z)w - Q(w,y,z)x = {do(x,yz)w - do(w,yz)x} 

+{d1(z, xy) + d2 (y, zx)}w - {d1(z, wy) + d2 (y, zw)}x, (1.38) 

do(x, yz)w - do(w, yz)x = -do(Yz, x)w - do(w, yz)x 
= do(x, w)(yz) = {d1(x, w)y}z + y{d2(x, w)z} 

in view of Eqs.(1.21) and (1.19) for j = O. Then, Eq.(1.38) becomes 

Q(x,y,z)w-Q(w,y,z)x 
= {d1(x, w)y}z + y{d2(x, w)z} + {d1(z, xy) + d2(y, zx)}w 
-{d1(z, wy) + d2(y, zw)}x 
= ((R(w)L(x) - R(x)L(w))y}z + y{(L(w)R(x) - L(z)R(w))z} 
+{R(xy)L{z) - R(z)L(xy) + L(zx)R(y) - L(y)R(zx)}w 
-{R(wy)L(z) - R(z)L(wy) + L{zw)R(y) - L(y)R(zw)}x 
= {(xy)w}z - {(wy)x}z + y{w(zx)} - y{x(zw)} . 
+(zw){xy) - {(xy)w}z + (zx)(wy) - y{w(zx)} 
-(zx)(wy) + {(wy)x}z - (zw)(xy) + y{x{zw)} = 0 

identically. This completes the proof.D 
We note that Eq.(1.34),(1.36) and (1.37) are consistent with the ansatz of 

Q(x, y, z) = 0, and we further define the following. 
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Def.1.6 

We call a pre-normal triality algebra be a normal triality algebra if it sat­
isfies Q( x, y, z) = 0 in addition. The conjugate algebra A'" of a normal triality 
algebra A satisfying Eq.(1.23) is called a normal Lie-related triality algebra 
(normal Lrt. algebra). More explicitly, it is defined by 
(i) 

(ii) 

(iii) 

(iv) 

(v) 

(vi) 

d1(x, y) = l(y)l(x) -l(x)l(y), 

d2(x, y) = r(y)r(x) - r(x)r(y) 

do(x,y)z+do(y,z)x+do(z,x)y= 0 

(1.39a) 

(1.39b) 

(1.39c) 

(1.39d) 

(1.3ge) 

(1.39f) 

(1.39g) 

We note that Eqs.(1.39 a-f) are simple rewriting of the corresponding rela­
tions for the normal triality algebra A, when we note, for example, Eqs.(1.15) 
for Eq.s.(1.39). If A'" is unital with the unit element e, then both conditions 
(B) and (C) are automatically satisfied, because, by xe = ex = x for any x, 
and by be = 0 ~ b = O. Then, we can omit Eqs.(1.39,d,e,and g) since they 
are consequence of other postulates by Proposition 1.3. Moreover, if we set 
y = e or z = e in Eq.(1.39f) or alternately if we set u = e or v = e in Eq.(1.39c), 
then doe x, y) is determined to be 

do(x, y) = rex * y - y * x) + l(y)l(x) -l(x)l(fi) 

= ley * x - x *"y) + r(y)r(x) - r(x)r(fi). 

(1.40a) 

(1.40b) 

We can then redefine the structurable algebra of Allison [A.78] to be a unital 
normal Lrt. algebra (see [0.05]): 
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Def.1.7 

A pre-structurable algebra A * is a unital involutive algebra satisfying 
(i) 

(ii) 

d1(x, y) = l(y)l(x) -l(x)l(y), 

d2(x, y) = r(y)r(x) - r(x)r(y), 

du(x, y) = r(x -J,- y - y -J,- x) + l(y)l(x) -l(x)l(y) 

= l(y * x - x * y) + r(y)r(x) - r(x)r(y) 

dj(x,y)(u*v) = (dj+1(x,y)u)*v+u*(dj+2(X,y)V). 

Moreover if it satisfies the additional condition 
(iii) 

(1.41a) 

(1.41b) 

(1.41c) 

(1.41d) 

Q(x, y, z) = do(x, y * z) + d1(z, x * y) + d2(y, z * x) = 0, (1.42) 

then we call A* be a structurable algebra. ([K-O.14]) 
, Note that the conjugate algebra A of a pre-structurable or structurable 
algebra A * is a pre-normal or normal triality algebra A, respectively, satisfy­
ing xe = ex = x and do(x, y)z = (xy - yx)z + (xz)y - (yz)x = z(yx - xy) + 
y(zx) - x(zy), since x * y = xy. 

Remark 1.8 
If A is a normal triality algebra, then D(x, y) defined by Eq.(1.32) is a 

derivation satisfying 

D(x, yz) + D(y, zx) + D(z, xy) = 0 (1.43) 

in view of Eq.(1.35). In [Kam.95], any algebra A which posseses a deriva­
tion D(x, y) = -D(y, x) satisfying Eq.(1.43) has been called a generalized 
structurable algebra. Therefore, any normal triality algebra is a generalized 
structurable algebra if D(x, y) is not trivial. Note that there exists a triality 
algebra with D(x, y) = 0 identically (see Eq.(2.20». 

Many interesting algebra such as Malcev, structurable, admissible cubic 
algebra ([E-O.OO]) and pseudo-composition algebra [M-O.93] are known to 
be generalized structurable algebras. (see [Kam.95],[O.05]). 

Remark 1.9 
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We can generalize the idea to super-algebra ([K-O.OO]). Let A be Z2-
graded as 

A = AoEB AI' 

We write for simplicity 

where 
ad { 0, if x E Ao 

gr X= . 
1, If x E AI. 

Then, we replace the definition for dj(x, y)' s as 

d1(x, y) = (_1):1:1/ R(y)L(x) - R(x)L(y) 

d2(x, y) = (_1):1:1/ L(y)R(x) - L(x)R(y) 

while the triality relation Eq.(1.19) must be replaced by 

(1.44) 

(1.45a) 

(1.45b) 

(1.46a) 

(1.46b) 

dj(x, y)(uv) = (dj+l(x, y)u)v + (-I)<:I:+1/)uu(dj+2(x, y)v) (1.47) 

etc. Then, all statements so for given in this section will proceed accordingly. 

2. Examples of Normal Triality Algebras 

Example 2.1,(Lie and Jordan algebra) 

Both Lie and Jordan algebras are normal triality algebras. Writing the 
bi-linear product of these algebras as xy, we have 

xy = cyx (2.1) 

for c = +1 or -1, respectively for Jordan or Lie algebra, so that 

. L(x) = cR(x). 

Setting then 

d(x, y) := do(x, y) = d1(x, y) = d2(x, y) = -c[L(x), L(y)], (2.2) 

it is a inner derivation of these algebra, satisfying ([Kam.95]) 

Q(x, y, z) = d(x, yz) + d(y, zx) + d(z, xy) = o. 
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Moreover Eq.(1.21) is a cosequence of the Jacobi identity for Lie, while it is 
trivially satisfied for the case of the Jordan algebra. 

Moreover, they are involutive with the involution 

X= +ex, 

so that they are also normal Lrt algebra with x * y = xy = exy. 

Example 2.2,(Symmetric Composition Algebras) 

Let A be an algebra with symmetric bi-linear non-degenerate form < 
·1· > over the field F of charachteristic :f 2. Suppose that we have 

x(yx) = (xy)x =< xix> y, (2.3) 

for x, yEA. Then, A is known as a symmetric composition algebra, since 
then it satisfies also 

< xYlxy >=< xix >< yly >, < xYlz >=< xlyz > . (2.4) 

Conversely the validity of Eq.(2.4) gives Eq.(2.3) ([0-0.81]). Moreover, a 
symmetric composition algebra-is either a para-Hurwitz algebra or a eight­
dimensional pseudo-octonion algebra. ([0-0.81], [0.95]) 

Here, the para-Hurwitz algebra is the conjugate algebra of the Hurwitz 
(i.e. unital composition) algebra. Any symmetric composition algebra sat­
isfy the triality relation for the choice of 

do(x, y) = 2{[L(x), L(y)] - R([x, y])} (2.5a) 

or equivalently by 

do(x,y)z = 4{ < xlz > y- < Ylz > x}, (2.5b) 

as has been noted in ([KMRT.98] and [E.97]), and it is a normal triality alge­
bra ([0.05]). 

We also note that the para-Hurwitz algebra has the para-unit e but the 
pseudo-octonion algebra possesses neither unit nor para-unit. 

Example 2.3,(Tensor prod1,lct) 

Let Al and A2 be two independent symmetric composition algebras. 
Then, their tensor product Al ®A2 is normal triality algebra with (see [0.05]) 

Dj(Xl ® X2, Yl ® Y2) := 
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d?)(Xl, Yl)0 < x21Y2 >2 id+ < xllYl >1 id 0 dj2) (X2' Y2), (2.6) 

for Xl, Yl E Al and X2, Y2 E A2. 
As we will show in the next section, this case is relevant for a construc­

tion of the so-called Freudenthal's magic square. 

Example 2.4 

Let A be a normal triality algebra with a order 3 automorphism 4> (i., e, 4>3 = 

1). Suppose that it also satisfies 

4> do (X, y)4>-l = do(4)x, 4>y), (2.7) 

which holds automatically if the condition (B) or (C) is valid. If we introduce 
then a new bi-linear product in the same vector space A by 

(2.8) 

then the resulting new algebra A(o) is a normal triality algebra ([E-0.07]), so 
that a symmetric composition algebra A is transformed into another sym­
metric composition algebra A(O) ([E.97]). 

As an example, consider the so(3) Lie algebra: 

for a Levi-Civita symbol Eijk. Since it is a Lie algebra, it is a normal sym­
metric triality algebra by Example 2.1. Moreover, 4> E End(so(3)) defined 
by 

4> : el -+ e2 -+ e3 -+ el 

is its order 3 automorphysm. We then calculate the new product to satisfy 

(2.9) 

(3) e2 0 el = el 0 e3 = e3 0 e2 = 0 

as in [0.05]. This algebra has some interesting property. We intoduce the 
bi-linear symmetric non-degenerate form < 010 > by 

(2.10) 
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Then, it is a normal triality algebra with do(x, y) given by 

do(x, y)z =< xlz > y- < Ylz > x. 

Moreover, we have 

(x 0 x) 0 (x 0 x) =< xix 0 x> x 

so that the 3rd bi-linear product defined by 

1 
X'Y= 2(xo y + y ox) 

(2.11) 

(2.12) 

gives a 3-dimensional admissible-cubic algebra ([E-0.06]). Moreover for 
x = AIel + A2e2 + A3e3, (Aj E F), we set 

t(x) = Al + A2 + A3, q(x) = AIA2 + AIA3 + A2A3 

with f = el + e2 + e3. Then, they satisfy quadratic relation of ([0.06]) 

(i) 
fof= 0 

(ii) 
x 0 x - t(x)x + q(x)f = O. 

Example 2.5 

Let 
A=span<e,f,xl-t,xi-', (J.t=1,2,.·.,N» 

with the multiplication table of 

(1) ee = e, ff = e, ef = fe':"" - f 

(2) eXI-t = xl-te = xl-t' xl-te = exl-t = xi-' 

(3) fXI-t = -xl-tf = xl-t' fxl-t = -xl-t f = -xl-t 

(4) xl-tXV = 0 = xl-tXV 

(5) xl-txv = -2o~(J + e) 

(2.13) 
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(6) xvx~ = 26t(j-e) 

for j.t, v = 1,2"" N. Then A is a normal triality algebra. Note that A pos­
sesses a few involution maps: 

Involution 1 

f = - j, but x = x, for x = e, x~, and Xw 

Involution 2 

x~ = xp., xp. = x~, but x = x, for x = e, and f. 

Involution 3 

e=e,butx=-xforx=j, x~andx~. 

The case of the involution 1 is of interest, since then it satisfies ex = xe = 
x so that e is the para-unit of A.Then, its conjugate algebra A * is structurable. 

In section 4, we will show that this algebra is intimately related to the A4 
or 84 symmetry of the Lie algebra sl(N), (N ~ 4). 

Example 2.6 (Structurable Algebra) 

It is known ([A-F.93]) that any unital involutive alternative or Jordan al­
gebra is structurable. Especially, any unital composition algebra as well as 
any unital involutive associative algebra is structurable. Moreover some 
class of Zorn's vector matrix algebras are also structurable. Let B be a invo­
lutive algebra over a field F with bi-linear product xy and with a bi-linear 
form (0 I 0), and consider a vector space of form 

A=(~ ~). (2.14) 

Designating a generic element of A as 

X = (; ~), (x,y E B, a,/3 E F) (2.15) 

we introduce a bi-linear product in A by 
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( al Xl) * (a2 X2) 
Yl ~l Y2 ~2 

= ( ala2 + (xIIY2), alX2 + ~2Xl + kYIY2 ) (2.16) 
a2Yl + ~lY2 + kXIX2, ~1~2 + (Yllx2) 

for a constant kEF and for variables aj, ~j E F and Xj, Yj E B(j = 1,2). 
Then, 

x-+x=(~ !) 
is a involution map of A, provided that (010) satisfies 

(xIY) = (illx), (= symmetric in X and y). 

(2.17) 

(2.18) 

If B is a commutative cubic-admissible algebra over the field F of charac­
teristic =I 21 and =13, satisfying 

(2.19) 

then A is known to be structurable for the choice k = 2 ([0.05]). 
As an example, consider the case of DimB = 1 with B = Fb, where b E B 

satisfies 
bb = b, < bib >= 1. 

If we set now 

then e is the unit element of A so that e * x = x * e = x, also, by means of 
(bib) = 3 < bib >= 3, the multiplication table is given by 

j * j = e, j * g - -g * j = -g, j * h = -h * j = h, 

3 3 
g * g = 2h, h * h = 2g, g * h = 2(e - j), h * g = 2(e + j) (2.20) 

as in [0,06]. A peculiar aspect of this algebra is that we have D(x, y) = 0 
identically. Further, A admits few involutions: 

(1) J = -j, but x = x for x = e, g, and h, corresponding to Eq.(2.17). 

(2) g = h, Ii = g, but x = x for x = e and j. 
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(3) Letw E Ftosatisfyw3 = l,w f 1. Ii =wh,g=w2g,! = -j,e= e. 

On the other side, if B is an anti-commutative algebra, then A is an alter­
native algebra, provided that we have 

x(yz) = (xJy)z - (xJz)y, 
(xJyz) = (yJzx) = (zJxy) 

with x = -x and k = 1. This case yields the octonion algebra as well as a 
unconventional six-dimensional degenerate composition algebra associated 
with a five-dimentional Ma1cev algebra [K-O,14], although we will not go 
into its details here. 

3 Lie Algebra satisfying Triality 

Let A be a pre-normal triality algebra as in Def.1.2, and consider linear 
maps: 

Pj : A -+ V, and Tj : A 0 A -+ V (3.1) 

for j = 0,1,2, where V is an unspecified algebra with skew symmetric bi­
linear product [0,0]. We set now 

T(A, A) = span < Tj(x, y), Vj = 0,1,2, Vx, yEA> (3.2) 

and 
L(A) = Po(A) EB Pl(A) EB P2(A) EB T(A, A). (3.3) 

Following [A-F,93], let (i,j, k) be acyclic permutation of indices (0, 1, 2), and 
assume the following anti-communtative multiplication relations: 
(1) 

(2) 

(3) 

(4) 

[71 (x, y), pj(z)] = -[pj(z), 71(x, y)] = Pj (d1+j (x, y)z) (3.4c) 

[71(u, v), Tm(x, y)] = Tm(d1-m(u, v)x, y) + Tm(x, d1-m(u, v)y) 

= -T1(dm-1(x, y)u, v) - 71(u, dm-1(x, y)v) (3.4d) 
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for l, m = 0,1,2. Here, "(j E F are some non-zero constants. We introduce 
the Jacobian in L(A) by 

J(X, Y, Z) = [[X, Yj, Z] + fry, Z], X] + [[Z, X], Y] (3.5) 

for X, Y, Z E L(A). 
We first prove. 

Lemma 3.1 

T(A, A) and Tj(A, A) for j = 0,1,2 are Lie algebras. Also Tj(A, A) is an 
ideal of T(A, A). 

Proof 

We calculate now for any j, k, 1 = 0,1,2, 

and 

[[1j(U, v), Tk(x, y)], Tz(z, w)] = -[Tz(z, w), [Tj(u, v), Tk(x, y)]] 
= -[Tl(Z, w), Tk(dj-k(u, v)x, y) + Tk(x, dj-k(u, v)y)] 
= -Tk(d1-k(Z, W)dj-k(U, v)x, y) - Tk(dj-k(u, v)x, d1-k(U, v)y) 
+-Tk(d1-k(Z, w)x, dj - k( u, v)y)--- Tk(x, d1-k(Z, w)dj - k ( u, v)y) 

[[Tz(z, w), Tj(u, v)], Tk(x, y)] = -[[Tj(u, v), Tz(z, w)], Tk(X, y)] 
= -[Tz(dj-1(u, v)z, w) + Tz(z, dj-1(u, v)w), Tk(x, y)] 
= -Tk(dl-k(dj-l(U, v)z, w)x, y) - Tk(x, d1-k(dj-1(u, v)z, w)y) 
-Tk(d1-k(Z, dj-1(u, v)w)x, y) - Tk(x, d1-k(Z, dj_1(u, v)w)y) 

[[Tk(X, y), Tz(z, w)], Tj(u, v)] = [Tj(u, v), [Tz(z, w), Tk(x, y)]] 
= [Tj(u, v), Tk(d1-k(Z, w)x, y) + Tk(x, d1-k(Z, w)y)] 
= Tk(dj-k(u, v)d1-k(Z, w)x, y) + Tk(d1-k(Z, w)x, dj-k(u, v)y) 
+n(dj-k(u, v)x, d1-k(Z, w)y) + Tk(x, dj_k(u, v)d1-k(Z, w)y). 

Adding these three relations we find 

where A is given by 
A = [dj-k(u, v), d1-k(Z, w)] 

-dl-k(dj-1(u, v)z, w) - dl-k(Z, dj-1(u, v)w) = ° 
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by the triality Lie relation Eq.(1.20).D 
We next set 

Lemma 3.2 

We have 

(3.6) 

J(x, y, z) = To(x, yz) + T1(z, xy) + n(y, zx) (3.7) 

which satisfies 
[J(x, y, .z), Pi( tu) 1 = Pi( Q(.z, x, y)w) (3.8a.) 

[J(x, y, z), l1(u, v)] = l1(QI(z, x, y)u, v) + l1(u, QI(Z, x, y)v) (3.8b) 

where we have set 

QI(Z, x, y) = d_l(z, xy) + d1-I(y, zx) + d2- I(X, yz). (3.8c) 

Note the Qo(z, x, y) = Q(z, x, y), QI(Z, x, y) = Q(y, z, x) etc. 

Proof 

These are straightforward results of Eqs.(3.4).D 

Proposition 3.3 

Let A be a prenormal triality algebra. Then we have J(X, Y, Z) = 0 for 
X, Yand Zbeing anyone of forms Pi(Z) or Tj(x, y) except for J(Pi(X), Pj(y), Pk(Z)) 
or J(po(x), PI (y), P2(Z)). 

Proof 

(1) We calculate 

so that we have 

with 

[[Pi(X), Pi(y)], Pi(Z)] = [)'/Yk" IT3_ i (X, y), Pi(Z)] 
= /'j/,;;lpi(d3(x, y)z) = /,j/'k"lpi(do(x, y)z) 

w = do(x, y)z + do(y, z)x + do(z, x)y = 0 
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by Eq.(1.21). Thus, we have J(Pi(X), Pi(Y), Pi(Z» = o. 
(2) We similarly compute 

[[Pi(X) , Pi (y)], Pj(Z)] = [--yj"Yk" lT3_ i(X, Y), pj(Z)] 
= "Yj"Yk" lpj(d3- Hj (X,y)) = "Yj"Yk"lpj(d1(x,y)z) 

when we note j - i = l(mod 3) since (i, j, k) is a cyclic pertation of (0, 1,2). 
Further we note 

[[Pi(Y) , Pj(z)], Pi(X)] = [-"Yi"Y;lpk(YZ) , Pi(X)] 
= (-"(j"Yi-1)( _')'(Yk"l)pj((Yz)x) = "Yj"Yk" 1 Pj((YZ)X) 

so that 

with 

w = d1(x, y)z + (yz)x - (Xz)y = {d1(x, y) + R(x)L(y) - R(y)L(x)}z = 0 

by Eq.(1.18b). This shows J(Pi(X), Pi(y), Pj(z)) = O. 

(3) We analogously compute 

[[Pi (X) , Pi(y)], Pk(Z)] = [--yj"Yk" lT3- i(X, y), Pk(Z)] 
= "Yj"Yk" 1 Pk(d3- Hk (x, y)z) = "Yj"Yk" 1 (d2(x, y)z) 

since k - i = 2(mod 3), while 

[[Pi(y) , Pk(Z)]' Pi(X)] = -[[Pk(Z), Pi (y)], Pi(X)] 
= "Yi"Yk" 1 [Pj(ZY), Pi(X)] = -"Yi"Yk" 1 [Pi (X) , Pj(ZY)] 
= (-'l(Yk" 1 )( _"YJ'y;l )Pk(X(ZY)) = 'lj"Yk"l Pk(X(ZY)), 

In this way, we obtain 

where 

w = d2(x, y)z + x(zy) - Y(Zx) = {d2(x, y) + L{x)R(y) - L(y)R(x)}z = 0, 

by Eq.(1.18c). 
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(4) However, 

[[Pi (X) , Pj(Y)], Pk(Z)] = [_")'j")';1 Pk(XY) , Pk(Z)] = _")'j")';1")'oj1Ta_k(xy, Z) 

= -Ta-k(xy, Z) = Ta-k(z, Xy) 

so that 

J(Pi(X) , Pj(Y), Pk(Z)) = Ta-k(Z, xy) + TS-i(x, yZ) + Ta-i(y, zx) (3.6)' 

which gives Eq.(3.7) for i = 0, j = 1 and k = 2. 

(5) We similarly compute 

and 

[[Pi (x) , Pi(y)), l1(u, v)) = l'Yj")';1Ts_i(x, y), ll(u, v)] 
= _")'j ")'; 1 {TS- i (dl+i(u, v)x, y) + Ta-i(x, dl+i(u, v)y)} 

[[Pi(y) , 11( u, v)], Pi (x )] = [-Pi(dHl ( u, v)y), Pi (x )] 
= ")'j")';1Ta_i(x, dHl(U, v)y). 

Then, we see J(Pi(X) , Pi(y), l1(u, v)) = O. 

(6) Moreover, We note 

[[Pi(X), pAy)), l1(u, v)] = [-'Yf),;1Pk (xy), l1(u, v)] = 'Yj'Y;1Pk (dl+k (u, v)(xy)), 

[[Pj(Y), l1(u, v)], Pi (x)] = [-Pj(dj+l(U, v)y), Pi(X)] = -")'j")'i-1Pk(X{dj+l(U, v)y}), 

and 

Thus we obtain 

with 
w = dl+k(U, v) (xy) - X{dj+l(U, v)y} - {dHl(U, v)x }y. 

But then w = 0 by the triality relation Eq.(1.19). 

(7) We similarly find 

J(Pk(X) , l1(u, v), Tm(x, y)) = Pk()..Z) 
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A = [dk+m(x, y), dk+I(U, v)]+ 

dk+m(dl-m(U, v)x, y) + dk+m(x, dl-m(U, V)y) = 0 

(8) We have already noted in Lemma 3.1 that we have for any j, k, l = 
0,1,2, 

J(Tj(u, v), Tk(x, y), Tl(z, w)) = 0.0 

In this connection, we consider 

Condition (D) 

Suppose that we have Pi(X) = 0 for some x E A and for some value of 
i = 0,1,2. We then have x = O. 

Corollary 3.4 

Let A be a pre-normal triality algebra. If We have 

J(x, y, z) = To(x, yz) + T1(z, xy) + T2(y, zx) = 0, (3.9) 

then L(A) is a Lie algebra. Moreover, if the condition (D) holds, then A 
is a normal triality algebra. Conversly, if L(A) is a Lie algebra and if the 
condition (D) holds, then A is a normal triality algebra with the validity of 
Eq.(3.9). 

Proof 

This follows from Lemma 3.2 as well as the proof given in Proposition 
3.3.0 

If we do not assume the validity of Eq.(3.9), we set 

J = span < J(x, y, z), x, y, z E A > . (3.10) 

If A is a normal triality algebra, then Lemma 3.2 implies that J(x, y, z) are 
center elements of A, since Q(x, y, .z) = O. Then, we find 

Theorem 3.5 

Let A be a normal triality algebra. Then, the quotient algebra L = L / J is 
a Lie algebra. 
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Hereafter in this section, we assume A to be a normal triality algebra 
unless it is stated otherwise. Then, in view of Theorem 3.5 we can effectively 
assume the validity of Eq.(3.9}. As a matter of fact, if we identify Tj(x, y) 
with the triple 

Tj(x, y) = (dj(x, y), dj+1(X, y), dj+2(X, y)) (j = 0,1,2) (3.11) 

(see Le. [A-F,931, and [E.04]), then we find 

To(x, yz) + T1(z, xy) + T2(y, zx) = 

(Q(x, y, z), Q(y, z, x), Q(z, x, y)) = O. 

Moreover, they will yield To(x, y) = T1(x, y) = T2(x, y) if we have do(x, y) = 
d1 (x, y) = d2(x, y) as in the case of Lie and Jordan algebra (see Example 2.1). 
This can be also justified without assuming Eq.(3.11) as follows: If do(x, y) = 
d1(x, y) = d2(x, y), then we see from Eq.(3.4) that the differences Ti(x, y) -
Tj(x, y) for i =f j are center element of L(A) so that we can effectively set 
Ti (x, y) = Tj (x, y). This fact will be assumed and used in the next section for 
S4-symmetry of the Lie algebra so(N). 

We will assume also for simplicity the validity of Eq.(3.9) or Eq.(3.11) 
hereafter unless it is stated otherwise. 

For the case of A * being a structurable algebra, we need simply replace 
Pk(XY) in Eq.(3.4b) by 

(3.12a) 

and Eq.(3.9) by 

(3.12b) 

according to Eq.(l.l1) for the Lie algebra L(A). 
Now,a special choice of 'Yo = 'Y1 = 'Y2 = 1 for constants 'Yj in Eqs.(3.4) is 

of a particular interest, since the Lie algebra L(A) will admit then an alter­
native group (or equivalently tetrahedral group T4) A4 as automorphism. 

First, L(A) is clearly invariant under actions of a cyclic group Z3 gener­
ated by ¢ E End L(A) given by 

(3.13) 
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Next,let 7"J.£ E End L(A) for J1, = 1,2,3 be defined by 

7"1 : P1(X) ~ P1(X), P2(X) ~ -P2(X), Pa(x) ~ -Pa(X), 

7"2 : P1(X) ~ -P1(X), P2(X) ~ P2(X), Pa(X) ~ -Pa(x) (3.14) 

7"a : Pl(X) ~ -Pl(X), P2(X) ~ -P2(X), Pa(x) ~ Pa(x) 

whi1e ~(x) y) for j = 0, 1,2 remains unchanged by actions of 7"w Then, T>(A) 
is also invariant under 7"w Moreover, we note 

7"J.£7"1I = 7"1I7"~, 7"J.£7"J.£ = 1, 7"17"27"a = 1, (J1,,1.1 = 1,2,3) (3.15) 

so that (1,7"1,7"2, 7"a) is isomorphic to the Klein's 4-group K4 • 

Further, we see 
(3.16) 

with 7"4 = 7"1. Since Za and K4 generate the alternative group A4 (an equiv­
alently the tetrahedral group T4 ), the Ue algebra L(A) is invariant under 
A4 • 

If A is involutive with the involution map x ~ x in addition, then 7" E 
End L(A) given by 

7" : P1(X) f-+ -P2(X), Pa(x) ~ -Pa(x), 

T1(x,y) f-+ T2(x,Y), Ta(x,y) ~ Ta(x,y) 

also defines an automorphsm of L(A) satisfying 

7"2 = 1, 7"7"17"-1 = 7"2, 7"7"a7"-1 = 7"a, ¢rr¢ = 7". 

(3.17) 

(3.18) 

Then, 7" and A4 generate the symmetric group 84 with identifications of 

T1 = (2,3)(1,4), '12 = (3,1)(2,4), Ta = (1,2)(3,4), ¢ = (1,2,3), T = (1,2) 
(3.19) 

in the standard notation for symmetric group. 
Regarding L(A) as a A4-module, the triple (Po (x) , Pl(X), P2(X)) for any 

x E A realizes then a 3-dimensional irreducible module of A4• For T(A, A), 
we assume for simplicity, that the underlying field F is of charachtericsitc 
=r 2, and =r 3. If F contains w E F satisfying wa = 1 but w =r 1, then T(A, A) 
is a direct sum of tlU'ee inequivalent one-dimensional modules given by 

<()n(x, y) = To(x, y) + wnT1(x, y) + w2nT2(x, y) 
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for n = 0, 1,2. However, if F does not contains such w E F, then, 

'Po(x, y) = To(x, y) + T1(x, y) + n(x, y) 

is the trivial module of A4 and (81 (x, y), 82(x, y» defined by 

81(x,y) = T1(x,y) +T2(x,y) - 2To(x,y), 
82(x, y) = T1(x, y) - T2(x, y) 

represents two-dimensional irreducible module of A4 • 

The case of the 84-symmetry is slightly more involved, since we have to 
take accoWlt of the action of T = (1,2) in addition. hl that case, depend­
ing upon x = x or x = -x, the triple (Po (x) , P1(X), P2(X»), represents two 
inequivalent 3-dimentional modules of 84, while for Tj(A, A), we have to 
consider 4 cases of x = ±x and 11 = ±y or 11 = =FY to find two inequivalent 
two-dimensional modules (81(x, y), 82 (x, y)) and one-dimentional modules 
'Po(x, y) of 84 • 

Returning to the structure of L(A), we set 

Lj(A) = pj(A) ~ T3_ j(A, A), (j = 0,1,2). (3.20) 

We have then 
(3.21) 

As we see from Eqs.(3.4}, Lj(A) (j = 0,1,2) are sub-Lie algebras of L(A), 
while Ta-j(A, A) is a sub-Lie algebra of Lj(A). Moreover, under action of Z3, 
we have 

¢: Lo(A) --+ L1(A) --+ L2(A) --+ Lo(A) (3.22) 
To(A, A) --+ T2(A, A) --+ T1(A, A) --+ To(A, A) 

while they transform among themselves under action of the Klein's 4-group 
K 4• 

It may be instructive to depict L(A) as in Fig. 1 (Appendix), exhibiting the 
triality. 

As illustration, let us examine specific cases of Examples given in sec­
tion 2, assuming the underlying field F to be algebraically closed and of 
charateristic =f 2, =f 3 for simplicity. 

Example 3.6(Lie algebra G2) 
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The 4-dimensional structurable algebra A * =< e, j, g, h > given by Eq.(2.20) 
leads to 

L(A) = G2, Lj(A) = Al $ A1(j = 0,1,2) and 

Tj(A, A) = gl(l) $ gl(l). (j = 0,1,2) 

as in [0.06]. 

Example 3.7(magic Square) 

Let A = Al ® A2 be the tensor product algebra of two independest sym­
metric composition algebra as in Example 2.3. Then, A is also a normal 
triality algebra, and we can construct Lie algebras by Theorem 3.5. Follow­
ing [E.04] and [E.06], this leads to the Freudenthal's magic square for the Lie 
algebra L(A) as in Fig.2 (see also [Ba-S.03]): 

Dim Al \ Dim A2 1 2 4 8 
1 Al A2 C3 F4 
2 A2 A2$A2 A5 E6 
4 C3 A5 D6 E7 
8 F4 E6 E7 Es 

Fig.2:Magic Square 

If Al is a para-octonion or pseudo-octonion algebra, and if we choose Dim A2 = 
1, then the resulting Lie algebras are 

corresponding to the classical triality case of Ai being octonion algebra. 
For other case of Dim Al = Dim A2 = 8, where Al and A2 are either 

para-octonion or pseudo-octonion algebra, we obtain 

Example 3.8(Zorn's Vector Matrix Algebra) 

Let us consider Example 2.6 again where the algebra B is now the 27-
dimensional cubic-admissible algebra associated with the Albert algebra. 
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In that case, it is known ([Kan 73] and [Kam 89]) that L(A) is also the Lie 
algebra E8 • However, we have 

in contrast to the previous case of example 3.7. 

Remark 3.9 

In ending this section, we note that any finite dimensional normal triality 
algebra satisfying the condition (D) may be identified with some symmetriC 
space. For example, Eq.(3.4) implies 

[Po(x), Po(y)] = To(x, y), 
[To (x, y), po(z)] = Po(do(x, y)z), 
[To(u, v), To(x, y)] = To(do(u, v)x, y) + To(x, do(u, v)y) 

for a Lie algebra Lo(A), so that we may identify po(A) with the symmetric 
space 

Lo(A)/To(A, A). 

Moreover, if the condition (D) for j = 0 is satisfied, then po(x) = 0 for some 
x E A implies x = 0, so that A -t Po(A) is one-to-one map. Hence, we can 
identify A with the symmetric space. 

4. Lie algebras satisfying tetrahedral symmetry 

In the previous section, we have seen that we can construct a A4 -invariant 
Lie algebra out of a normal triality algebra. We will show in this section that 
the converse statement holds valid also. 

Let V be an algebra over a filed F of charachteristic f. 2, endowed with 
a group homomorphism 

A4 -t Auto(V). (4.1) 

Let ¢ and 7,Af.l = 1,2,3) E A4 as in Eq.(3.19), satisfying relations Eqs.(3.15), 
with ¢3 = 1. Then, V can be decompsed by actions of the Klein's 4-group 
J{4 = {I, 71, 72, 73} into a direct sum 

(4.2) 

where 
(4.3a) 
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gl = {X E V; /1(X) = x, /2(X) = /3(X) = -X} (4.3b) 

g2 = {X E V; /2(X) = x, /l(X) = /3(X) = -X} (4.3c) 

g'oj = {X E V; /'oj(X) = x, /l(X) = /2(X) = -X}. (4.3d) 

We then have 

Lemma 4.1 

(1) 

(2) 

¢(gi) = gHl(Withg4 = gl) 

¢(t) = t 

(4.4a) 

tt C t, so that t is a subalgebra of V (4, 4b) 

(3) 
( 4.4c) 

(4) 
( 4.4d) 

(5) If (i,j, k) is a cyclic permutation of indices (1,2,3), then 

(4.4e) 

Proof 

Noting ¢7/.t = //.t+l¢ (with /4 = /1) by Eq.(3.16), we obtain 

For example, if X E gl, then we calculate 

which gives ¢(gl) ~ g2. Then we calculate 

gi = ¢3(gi) ~ ¢2(gHl) ~ ¢(gH2) ~ gi, 
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which yields </>(gi+2) = gi, i.e. Eq.(4.4a). 
The rest of relations in Eq.(4.4) can be similarly verified, when we note 

forx,y E V. 0 

Remark 4.2 

Setting 

we have 

Vj = tEf)Yj (j = 1,2,3), 

V=~+V2+V3 

and we may depict the situation as in Fig.3(Appendix). 
Note that Vj (j = 1,2,3) are sub-algebras of V. 
Example 4.3 

(4.5) 

(4.6) 

Let V be the Cayley algebra with the basis < eo, e1, e2," . ,e7 > with the 
unit element e = eo, satisfying the multiplication table of 

7 

eiej = -Oije + L: fijkek 

k=l 

for i,j = 1,2"",7, when fijk is the totally anti-symmetric constants with 
values 1,0, -1. Moreover, fijk = 1 are possible only for i, j, k = 123,516,624,435,174,376,275 
with their cyclic permutations. We introduce a self-dual tensor fJ.l.I' for /1-, II = 
1,2,3,4 satisfying 

(see [0.95]) by 

e1 = 123 = 114) e2 = f31 = 124) e3 = f12 = is4 

where cJ.l.I'Ot/3 is the 4-dimensional Levi-Civita symbol with C1234 = 1. 
Moreover,setting 
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then aJ.L and fJ.L1/ for fJ, v = 1,2,3,4 satisfy 

aJ.Lal/ - -fJ.L1/ - 0J.ll/e, 
fJ.Ll/a>. - -a>.fJ.L1/ = -0J.L>.Q'1/ -1- ol/),.aJ.L - L!=1 6J.LI/>.aaa, 

fJ.Ll/fa~ - -ol/afJ.l~ + ol/~fJ.la - oJ.L~fl/a + oJ.Lafl/~ 
-(oJ.Laol/~ - oJ.l~ol/a + cJ.Ll/a~)e, 

which are dearly invariant under any even-permutations of indices 1,2,3, 
and 4, i.e. under the alternative group A4 . We then find 

g, = {e2' e4 - e5 - e6 + e7}, 
g2 = {e3' e4 - e5 + e6 - e7}, 
g3 = {ell e4 + e5 - e6 - e7}, 
t ={e,e4+e5+e6+e7}, 

by Eqs.(4.3). Note that Vj = t ffi gj (j = 1,2,3) are then quaternion sub­
algebras of the Cayley algebra. 

Actually, the Cayley algebra is invariant under 84 , if we define 7" = (1,2) 
by 

and 

eJ.l ~ ~(e4 + e5 + e6 + e7) - eJ.l,for fJ = 4,5,6,7, 

where e4 = e5, e5 = e4, e6 = e6, and e7 = e7. 
Further, any split Cayley algebra is also invariant under 84 . This fact 

has been used in [E-0.08] to show that all exceptional Lie algebras are 84-

invariant. 
However, the most interesting case is obtained, when V is a Lie algebra, 

as we see from the following Theorem ([E-0.07]). We identify V = L with 
gigj ~ [gi, gjl in what follows. 

Theorem 4.4 

Let L be a Lie algebra over the field F of charachteristic f:. 2, which is 
invariant under the action of the alternative group A4 • Then, there exists a 
normal triality algebra A such that L is written as a direct sum of 

L = Po(A) ffi Pl(A) ffi P2(A) ffi t (4.7) 
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of some vector spaces pj(A) and a sub-Lie algebra t of L. Moreover, there 
exits a sub-Lie algebra T(A, A) of t such that 

L = Po(A) 6:1 PI (A) 6:1 P2(A) 6:1 T(A, A) (1.8) 

is a A4-invariant ideal of L, which coincides with the Lie algebra constructed 
in the previous section in terms of the normal triality algebra A, satisfying 
Eq.(3.4) for "10 = "11 = "12 = 1 as well as Eq.(3.9),i.e, 

To(x, yz) + T1(z, xy) + T2(y, zx) = o. (4.9) 

Further, if L is invariant under a larger group 84, then A is involutive with 
a involutive map x -t x. 

Proof 

We identify A with 93 in Eq.(4.3d),i.e, 

A = {x E Lj T3(X) = x, Tl(X) = T2(X) = -x} (4.10) 

and write 
P3(X) = Po(x) = x, if x E A (4.11a) 

and set 
(4. 11 b) 

so that we have 
(4.12) 

for any x E A and for any j = 1,2,3. 
We note that the condition (D) of the previous section is automotically 

satisfied that if Pj(x) = 0 for some x E A and for some j = 0,1,2, then x = 0 
in view of Eqs.(4.11). 

Next, since [91,92] ~ 93 by Eq.(4.4e) of Lemma 4.1, we can introduce a 
bi-linear product xy in A by 

(4.13) 

Applying ¢ E Z3 to this relation, and noting Eq.(4.12), this yield 

(4.14) 
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for any cyc1ic permutation (i,j, k) of indices (1, 2, 3). This reproduces Eq.(3.4b) 
for /'0 = /'1 = /'2 = 1. Similarly, [gj, gj] ~ t by Lemma 4.1 and we define 
Tj{x,y) E tby 

[Pj(X), ply)] := T3_ j(x, y). (4.15) 

Applying ¢ to this relation, it gives 

¢T3- j (x, y) = T3-(j+1) (x, y) (4.16) 

since 

¢T3- j (x, y) = ¢[Pj(x), Pj(Y)] = [¢Pj(X) , ¢Pj(Y)] = [PJ+1(X) , Pj+1(Y)] 
= T3-(j+1) (x, y). 

Analagously, [t, gk] ~ gk implies that we can define 

tj,k : A ® A -+ EndA, (j, k = 0, 1,2) 

by 
[T3- j (x, Y), Pk(Z)] =: Pk(tj,k(X, y)z). (4.17) 

Operating ¢ to this relation, and noting Eq.(4.16), we calculate 

[T3-(j+1)(x,Y),Pk+1(Z)] = Pk+1(tj ,k(XY)Z) 

or 

which implies 
tk+1,J+1(X, y)z = tj,k(X, y)z (4.18) 

because of the condition (D). Then, tj,k(X, y) depends upon j and k only in 
the combination of their difference k - j, and we can set 

tj,k(X, y) = dk_j(x, y) 

for some di(x, y) E EndA. Therefore, Eq.(4.17) becomes 

[Tj(x, y), Pk(Z)] = Pk(dj+k(X, y)z) 

which is Eq.(3.4). Here, we have changed j -+ 3 - j. 

(4.19) 
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Finally, since L is a Lie algebra, Eq.(3.4d) follows from Eqs.(3.4a) and 
(3.4c), satisfying all relations in Eqs.(3.4). As the result, Corollary 3.4 implies 
A to be a normal triality algebra with the validity of Eq.(4.9). 

hl order to show that L is a ideal of L, we first note 

[pj(A), t] ~ pj(A) 

by Lemma 4.1. Moreover, we calcultate 

[T3_ j (x, Y), t] = [[Pj(x), pj(Y)], t] 

( 4.20) 

= -[[Pj(Y), t], pj(x)] - [[t, Pj(x)], Pj(Y)] ~ [pj(A), pj(A)] ~ T3- j (A, A) 

so that we have 
[Tj(A, A), t] ~ Tj(A, A). (4.21) 

If L is invariant under S4, we define x for any x E A by 

7PO(X) = -Po(x), (Le.7x = -x) (4.22) 

for the transposition 7 = (1,2) E S4. We can then prove that x -+ x is a 
involution of A.O 

Remark 4.5 

If L is simple, and if L is not trivial, then L = L. Suppose that L is not 
simple, and S4-invariant. Then, both t and T(A, A) is S~-invariant since 
<p7p,q;-1 = 7p,+1, so that L/ L = t/T(A, A) is now S3-invariant. A coordina­
tization of any Lie algebra which is invariant under S3, or more generally 
di-cyclic group has been given in [E-O.09], [E-O.ll]. 

Remark 4.6 

It has been noted in [E-O.OS] that any simple Lie algebra over the alge­
braicaly closed field of characteristic zero is S4-invariant so that all these 
algebras can be constructed by some normal triality algebras. We will study 
some cases below. 

Example 4.7(a) 

The 80(3) Lie algebra defined by 

3 

[ei,ej] = L:Cijkek, (i,j = 1,2,3) 
k=l 
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is 84-invariant. First, ¢ = (1,2,3) and 7 = (1,2) are given by 

¢ : el -+ e2 -+ e3 -+ el, 7 : el +-+ e2, e3 -+ -e3 

while the Klein's 4-group K4 acts as 

71 : el -+ el, e2 -+ -e2, e3 -+ -e3 

72 : e2 -+ e2, el -+ -el, e3 -+ -e3 

73 : ta -+ e3, el -+ -el, e2 -+ -t2' 

Then,9i = Fei with Tj(A, A) = O. Hence, the resulting normal triality alge­
bra or structurable algebra A is isomorphic to the field F itself. Similary, we 
note that the quaternion algebra is also 84-invariant. 

Example 4.7(b) (so(N) algebra for N 2 4) 

The so(N) Lie algebra is defined by J}J-v = -Jv}J- satisfying 

[J}J-V' Ja:,8] = o}J-a: J v,8 - ova: J }J-,8 - o}J-,8Jva: + Ov,8J}J-a: 

for /-£, /}, O!, f3 = 1,2, ... , N. It is clearly invariant under the symmetric group 
8N permuting N indices 1,2"", N. For N 2 4, it is then invariant also 
under its sub-group 84 which permutes 4 indices 1,2,3 and 4, but leaves 
other indices 5, 6, ... ,N being unchanged. Then, the decomposition Eq.{4.7) 
of L = so( N) by the Klein's 4-group is readily computed to yield 

t : 

93 : 

91 : 

92 : 

(1) J lj + J 2j + J 3j + J 4j (j 2 5) 
(2) Jij , (i, j 2 5) 
(1) J13 + J24 

(2) J14 + J23 

(3) J lj + J 2j - J 3j - J 4j , (j 2 5) 
(1) J12 - J34 

(2) J13 - J24 

(3) J 1j - J 2j - J 3j + J 4j , (j 2 5) 
(1) J12 + J34 

(2) J14 - J23 

(3) J lj - J 2j + J 3j - J 4j . (j 2 5) 

Assuming that the field F is of charachteristic =f. 2, we set 

e = t(J13 + J 24 - J 14 - J 23 ), 

fo = ~(JI3 + J 24 + J 14 + J 23 ), 

Ji-4 = "4(J1j + J 2j - J 3j - J 4j ), (j 2 5). 
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Then, by Eq,(4.13), we calculate 

A = g3 = span < e,I/1-' (1-£ = 0, 1,2,,,,, N - 4) > (4.23) 

to be a unital commutative algebra with the multiptication table of 

(4.24) 

for 1-£, v = 0,1,2"", N. If we further introduce a symmetric bi-linear non­
degenerate form < ·1· > in A by 

A is a quadratic algebra satisfying 

x2 - 2 < x/e > x+ < x/x> e = ° ( 4.25) 

for any x E A. Especially, A is Jordan algebra. Therefore, A is also a struc­
turable algebra with ?if = x. Note that Eq.(4.22) will give, contrarilye = e 
but 7/1- = - 1/1-' for 1-£ = 0,1"", N - 4. 

In this case, we have L(A) = so(N), Lj(A) = so(N - 2) EB gl(l) and 
Tj(A, A) = so(N - 3) as well as T1(x, y) = T2(x, y) = To(x, y) in accordance 
with d1(x, y) = d2(x, y) =do(x, y) (see discussion given after Eq.(3.11)). Vve 
also note that Lj(A) is still 8N _ 4-invariant, permuting indices 5,6, -, N. 

Remark 4.8(Some Lie superalgebras) 

Some Lie superalgebras are also 84-invariant, and we can apply the same 
tecnique to show the triality (see Remark 1.9). Consider for example of the 
Lie superalgebra osp(N, 2) for N 2:: 4. They can be invariant under the 84 

symmetry by extending the action of 84 of its even-part Lo = so( N) (N 2:: 4). 
Then the resulting normal triality super-algebra A has its even part Ao given 
by Eq.(4.23), while its odd part AI is 

AI = span < ~1,6 > 

satisfying 

6~2 = -6~1 = e, 6~1 = ~26 = 0, e~Q = ~Qe = ~Q (a = 1,2) 
1/1-~Q = ~QIJ1. = 0, (1-£ = 0,1,2"", N - 4, and a = 1,2,). 
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The cases of Lie superalgebras G(3) and F(4) have been disscussed in [E-
0,08]. 

Example 4.9(sl(N) Lie algebra for N ~ 4) 

The sl(N) Lie algebra is specified by the commutation relation 

N 

[Xe, X;] = t5~X: - t5~X%, LX: = 0 
p.=1 

for 1-", v, a, f3 = 1,2"", N, which is invariant under 8N again. Assuming 
N ~ 4, and restricting ourselves to its sub-group 84 as in Example 4.7b, we 
find the resulting normal triality algebra to be given by 

A = g3 = span < e, f, xp., xp., I-" = 0, 1,2"", N - 4> (4.26) 

where we have set 

e = t{(Xf - X§ + X: - Xl) + (X~ - X~ + Xl- xt)} 
f = 2{ (xt + Xi - Xl- Xi) - (Xi + Xl- X: - Xl)} 

Xj-4 = x~ +X~ - X? - X1, (j. > 5) 1 l l l -
x j - 4 = Xf + X~ - X§ - X~ (j ~ 5) 

while Xo and x O are defmed by 

Xo =g-k, and xO=g+k, 
9 = H(xt + X~ - Xl- Xi) + (Xi + Xl- x: - xi)} 
k =H(Xf-X§+X~-Xl)-(X~-X~+Xl-xt)}. 

They satisfy by Eq.(4.13)the multiplication table of 

(1) ef = fe = - f, but ex = xe = x for x = xp. and xp., 

(2) ff = e, 

(3) fxp. = -xp.f = xp., fxP. = -xp. f = -xp., 

(4) xp'xv = 0 = xP.xv, 

(5) xp.x'V = 2o~(f - e), xVxp. = -2o~(f + e) 
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for /-t, v = 0, 1,2, ... , N - 4, reproducing the result of Example 2.5. 
For L(A) = sl(N), we have Li(A) = sl(N - 2) EEl gl(I), and Ti(A, A) = 

sl(N - 3). 
Also in the Example (2.5), we have seen that this algebra has more than 

one involution and the involution 1 corresponds to the case of A * being 
structurable. Note that the involution 3 is the one obtained by Eq.(4.22), i.e, 
TPO(X) = -PoOr). . 

Example 4.10(Lie algebra Es) 

The exceptional Lie algebra Es as well as Lie superalgebras G(3) and 
F(4) are S4-invariant, and are discussed in [E-O.08]. We will not go into 
details. 

Remark 4.1l(Tetrahedron Algebra) 

The tetrahedron Lie algebra (gj of Hartwig and Terlliger [H-T,07] is gen­
erated by 

{Xii' li,j E I, i =f j}, I = {O, 1, 2, 3} 

with 

(1) For distinct i, j E I, Xij + Xii = ° 
(2) For mutually district k, i, j E I, 

[Xki' Xij] = 2(Xki + Xij) 

(3) For mutually district h, i, j, k E I, 

[Xki , [Xki , [Xki , X jh]]] = 4[Xki , X jh]. 

It is clearly S4-invariant, and we have the decomposition 

~ = n EEl n' EEl nil , 

where n (resp n') and (resp nil) is a sub-algebra of ~ generated by X12 , X03 (resp. X 23 , X01 ) 

and (resp.X31 , X 02 )' All n, n' and nil are Onsager Lie algebras. 
A remarkable fact is that it is isomorphic to three point sl(2) loop algebra 

by 
1 1 

<P : ~ -+ sl(2) ® F(t, i,' 1 _ t) 



- 43 -

for a indefinite variable t. For details, see [H-T.07] and [E.07]. However, the 
relationship between these facts and Theorem 4.4 is not transparent. 

In ending this section, let us consider a further study of the structure of 
the normal triality algebra in Theorem 4.4. Let 

k(X, Y) := Tr(ad X ad Y) (4.27) 

for X, Y E £(A) be the Killing form of £(A), where "ad" implies the adjoint 
representation. We will then prove the following Theorem: 

Theorem 4.12 

Let A be the normal triality algebra associated with the finite-dimensional 
A4-invariant Lie algebra £(A) as in Theorem 4.4. Then, there exists a bi­
linear form < ·1· > in A, satisfying 

(1) 

(2) 

(3) 

< ylx >=< xly > 

< xYlz >=< xlyz > 

< xldj(z, w)y >= - < dj(z, w)xly >=< zld3_ j (x, y)w > 

= - < d3- j (x, y)zlw > . 

(4.28a) 

(4.28b) 

( 4.28c) 

Moreover, if A is involutive with involution map x -t X in addition, we have 

< xW >=< xly > . 

Further, the Killing form k(X, Y) of £(A) are given by 
(1) 

(2) 

(3) 

k(Ti(X, y), Tj(z, w)) = - < xldj_i(z, w)y >=< dj-i(z, w)xly > 

= - < zldi_j(x, y)w >=< di-j(x, y)zlw > 

(4.29) 

(4.30a) 

(4,30b) 

( 4.30c) 
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for any x, y, z, wE A and for any i,j = 0,1,2. 
In order to prove this Theorem, we start with the following observation. 

Let el, e2,' . " eN with N = Dim L(A) be a basis of L(A) with the multiplica­
tion table of 

N 

[e,." ell] = L: C;lIe>.., (p" v, A = 1,2, ... , N)· 
>"=1 

for structure constants C~II E F of L(A). Then, we see that 

T1'( ad ep, ad ell) 

is completely determined in terms of the structure constants C~II' For any 
a E Auto(L(A)), 

e~ = a(ep,) 

will offer another basis of L(A) with the same multiplication table of 

with the same structure constants C~II' Since the trace operation is indepen­
dent of the choice of the basis, these imply the validity of 

Tr(ad a(ep,)ad a(ell )) = Tr(ad e", ad ell), 

so that k(a(X), a(Y)) = k(X, Y). In other words, the Killing form is invari­
ant under action of the automorphisum group Auto (L(A). 

If we choose (J = ¢ = (1,2,3) E Za, then we find 

k(¢l(X), ¢l(Y)) -: k(¢2(X), ¢2(Y)) = k(¢3(X), ¢a(Y)) , 

where ¢i(i = 0,1,2) are denoted by ¢l(X) = ¢(x) = P1(X), ¢2(X) = ¢2(X) = 
P2(X) and ¢3(X) = ¢3(X) = X = Pa(x) 

Moreover, if we consider the choice of a = 'Tj, (j = 1,2,3) being the 
Klein's four group. it gives 
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Therefore, we can write 

(4.30c) 

for some bi-linear form < xly > as in Eq.(4.30a). Then, Eq.(4.28a), i.e. 
< ylx >=< xly > follows immediately from the fact that the left side of 
Eq.(4.30a) is symmetric in x ++ y and i ++ j. 

We next consider the h'ace identity of 

which gives 

Tr(ad Pl(X)[ad P2(y), ad P3(Z))]) 

= Tr([ad Pl(X), ad P2(y)]ad P3(Z)) 

Tr(ad Pl(X) ad Pl(YZ)) = Tr(ad P3(XY) ad P3(Z)), 

i.e. < xlyz >=< xylz > . 
Finally, we calculate 

k(1i(x, y), Tj(z, w)) = Tr(ad 1i(x, y) ad Tj(z, w)) 

= Tr([ad P3-i(X), ad P3-i(y)]ad Tj(z, w)) 

= Tr(ad P3-i(X)[ad P3-i(y) , ad Tj(z, w)]) 

= -Tr(ad P3-i(X) ad P3-i(dj - i (z, w)y)) 

= - < xldj_i(z, w)y > . (4.31) 

Moreover, since the left side of Eq.(4.31) is anti-symmetric in x ++ y, but 
symmetric for x ++ Z, y ++ wand i ++ j, it also yields Eqs.(4.28c) and (4.30c). 

Last, suppose that A is involutive with the involution map x -+ x. Then, 
(J = (1,2) as is given by Eq.(3.17) is also an automorphysm of L(A) so that it 
yields < xlY >=< xly > . These complete the proof of Theorem 4.120 

Proposition 4.13 

If the bi-linear form < ·1· ? for, A is degenerate, then so is the Killing form 
k(X, Y) of the Lie algebra L(A). Especially, if k(X, Y) is non-degenerate, 
then < ·1· > is non-degenerate. Conversly, if < ·1· > is non-degenerate, 
k(X, Y) is non-degenerate, provided that L(A) does not contain any center 
element. 
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Proof 

Suppose that < ·1· > is degenerate. Then, there exists Xo E A satisfying 
< xolx >= 0 for any x E A, and we set Xo = Pi(XO) for some i = 0,1,2. We 
then calculate 

and 
k(Xo, Tj(x, y)) = k(Pi(XO), Tj(x, y)) = 0 

so that k(Xo, X) = 0 for any X E L(A). Therefore, k(X, Y) is degenerate. 
Conversely, suppose that < ·1· > is non-degenerate, and there exists Xo E 

L(A) satisfying k(Xo, X) = 0 for any X E L(A). Writing 

3 N 3 N 

Xo = L: L: Ci>.Pi(e>.) E9 L: L: Ci"w1i (eft , ev), (4,32) 
i=1 >.=1 i=1 ft,v=l 

for some constant Ci>., Ci,ftv E F, we calculate 

N 

0= k(Xo, Pj(x)) = L: Cj>. < e>.lx >, 
>'=1 

3 N 

0= k(Xo, Tj(x, y)) = - L: L: Ci,ftV < xldi-j(eft , ev)y > 

which yields 

and 
3 N 

L: L Ci,ftvdi-j(eft, ev) = 0 
i=1 ft,v=1 

(4.33a) 

(4.33b) 

for any j = 0,1,2 in view of the non-degeneracy of < ·1· >. Especially, 
Eqs.(4.32) and (4.33a) imply 

3 N 

Xo = L: L: Ci,ftv1i(eft, ev)' ( 4.34) 
i=1 ft,v=1 
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We compute then 

3 N 

[XO' Pj(X)] = L: L: Ci ,I.wPj(di+j(e/-1l e1/)x) = 0 
i=l """,=1 

by Eq.(4.33b) for j -+ -j, while we note 

3 N 

[Xo, Tj(x, y)] = L: L: Ci,,,,,,,{Tj (di- j (e"" e",)x, y) + Tj(x, di_j(e"" e",)y)} 
i=l """,=1 

=0 

again by Eq.(4.33b). Therefore, we have 

[Xo, L(A)] = 0 

and Xo is a center element of L(A). Especially, if L(A) does not contain any 
center, then Xo = 0 and k(X, Y) is non-degenerate. 0 

Hereafter in this section, we will assume the non-degeneracy of < ·1· >, 
and recall the following Theorem of Dieudonne ([5.66]): 

Suppose that a finite dimensional algebra A has a non-degenerate asso­
ciative hi-linear form < ·1· > (that is, < xylz >=< xlyz > ). If A possesses 
no ideal B satisfying BB = 0, then A is a direct sum of simple ideals. We 
can then show. 

Proposition 4.14 

Let the algebra A be to have a ideal B satisfying BB = O. Moreover, 
assume the validity of both conditions (B) and (C) in section one. Then, the 
associated Lie algebra L(A) contains a solvable ideal. 

For a proof of this Proposition, we set 

Bo = AB+BA. (4.36) 

Then,O =I- Bo ~ Band Bo is a non-zero ideal of A satisfying < BolB >= 0, 
since we calculate (AB)A ~ BA ~ Bo, as well as < ABIB >=< AIBB >= 0 
etc .. We then note 

Lemma 4.15 
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Under the assumpsion as in Proposision 4.14, we have 
(i) 

(ii) 

for any j = 0,1,2. 

Proof 

If we note di (x, y) = R(y)L(x) - R(x)L(y) , we calculate 

d1(x, B)y = (xy)B - (By)x ~ Bo 

di (x, y)B = (xB)y - (yB)x ~ Bo 

for any x, yEA, since B is a ideal of A. Moreover 

d1(x, B)B = (xB)B - (BB)x ~ BB = 0 

di (B, B)x = (Bx)B - (Bx)B ~ BB = 0 

so that Eq.(4.37) hold for j = 1. Similarly, for j = 2, we note 

d2(x, y) = L(y)R(x) - L(x)R(y) 

and we can verify the validity of Eq.(4.37) in the same way. 
We can then verify the validity of Eqs.(4.37) for j = 0 as follows 

so that 

do(A, A)(AB) = (di (A, A)A)B + A(d2(A, A)B) ~ AB ~ Bo, 

do(A, A)(BA) = (d i (A, A)B)A + B(d2(A, A)B) ~ BA ~ Bo, 

do(A, A)Bo ~ Bo. 

Also, we note 

(4.37a) 

(4.37b) 

do(A, B)(AA) = (d i (A, B)A)A + A(d2(A, B)A) ~ BA + AB = Bo. 

But by the condition (B), we have AA = A, which gives 

do(A, B)A ~ Bo. 
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We can similarly check the validity of Eq.(4.37b) for j = o. 0 
Now, we can prove Proposition 4.14 as follows. 
Set 

LO = span < pj(Bo), Tj(A, Bo), j = 0, 1,2> . 

Then, by the Lemma 4.15, LO is a proper ideal of L(A). 
Moreover, we calculate 

and 
L(2) := [L(l), L(l)] = o. 

As the consequense, LO is solvable, and hence L(A) contains a solvable ideal. 
Last in ending this section, we simply note 

Remark 4.16(see Proposition 3.4 of [0.05]) 

Let A be an algebra with a bi-linear non-degenerate form < ·1· > satisfy­
ing Eq.(4.28) for some dj(-,·) E End A. However, explicit forms for dj(x, y)'s 
are not specified at all. Then, anyone of the following four statements im­
plies the validity all others. 

(1) We have the triality relation: 

dj(u, v)(xy) = (dj+1(u, v)x)y + X(dj+2(U, v)y) 

for all values of j = 0, 1,2, with dj+3(U, v) = dj(u, v). 
(2) The triality relations holds only for one value of j, say j = 0 for 

example, 
do(u, v) (xy) = (d1(u, v)x)y + x(d2(u, v)y). 

(3) < do(u, v)zlxy > + < d1(u, v)xlyz > + < d2(u, v)Ylzx >= 0, 
(4) do(x, yz) + d1(z, xy) + d2 (y, zx) = O. 
Moreover, if A is involutive with the involution map x -t X and if we 

have < xlY >=< xly >, then Eq.{4.28b) becomes 

< xly*z >=< ylz*x >=< zlx*y > 

for the conjugate algebra A>I< of A. 

5. Pre-structurable Algebra 
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Although we have already defined a pre-structurable algebra by Def.l.6, 
we will here introduce the following slightly more generalization for a later 
purpose. 

Def.5.1 

Let A* be a involutive algebra with the bi-linear product x * y and the 
involution x ~ x. Suppose that it satisfies the triality relation 

dj(x, y)(u * v) = (dj+l(X, y)u) * v + u * (dj+2(X, y)v) (5.1) 

for dj(x, y) E End A* (j = 0,1,2) given by 

d1(x, y) = l(y)l(x) - l(x)l(y), 

d2(x, y) = r(y)r(x) - r(x)r(y) 

do(x, y) = r(x*y - y*x) + l(y)l(x) -l(x)l(y) 

= ley * x - x * y) + r(y)r(x) - r(x)r(y). 

(5.2a) 

(5.2b) 

(5.3) 

We call then A * be an almost pre-structurable algebra. Note that if A * is 
unital in addition, then A * is pre-sturcturable. Moreover, setting 

Q(x, y, z) = do(x, y * z) + d1(z, x * y) + d2(y, z * x) (5.4) 

as before, we call a pre-sturcturable algebra be structurable when we have 
Q(x, y, z) = 0 furthermore. 

Def.5.2 

Let A * be a involutive algebra. We introduce multiplication operators by 
(see [A-F,93]) 

A(x,y,z)w:= {(w*x)*y}*z-w*{x*(y*z)} (5.5a) 

B(x,y,z)w:= {(w*x)*y}*z-w*{(x*y)*z} (5.5b) 

C(x,y,z)w:= {x*(y*w)}*z- (x*y)*(w*z) (5.5c) 

c' (x, y, z)w = C(x, y, z)w = {x* (y*w)} * z - (x *y) * (w* z) (5.5d) 

for x, y, z, w E A * . 
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Lemma 5.3 

If A'" is an almost pre-structurable algebra, we have 
(1) 

A(x, y, z) - A(y, x, z) = A(z, x, y) - A(z, y, x) (5.6a) 

and 
(2) 

( 
I I 

B z,x,y) - B(z,y,x) = C (y,x,z) - C (x,y,z). (5.6b) 

Conversly, if an involutive algebra A'" with dj(x, y)'s being given by Eqs.(5.2) 
and (5.3) satisfies Eq.(5.6a) or (5.6b), respectively, then the triality relation 
Eq.(5.1) holds respectively for j = 1 and 2 or for j = O. 

Proof 

We may easily verify that 
(1) Eq.(5.1) for j = 1 with do(x, y) = r(x * y - y * x) + l(y)l(x) - l(x)l(y) is 
rewritten as 

{A(w,x,y) - A(w,y,x)}z = {A(x,y,w) - A(y,x,w)}z. 

Similarly, Eq.(5.1) for j = 2 with do(x, y) = l(y*x-x*y) +r(y)r(x) -r(x)r(y) 
is equivalent to the same relation, if we take the involution of the relation. 
(2) Eq.(5.1) for j = 0 is similarly shown to be equivalent to the validity of 
Eq.(5.6b). 0 

Proposition 5.4{see [A-F,93]) 

Let A'" be now a pre-structurable algebra. We then also have 

(1) 
B(x, y, z) - B(y, z, x) = B(z, x, y) - B(z, y, x), (B) 

(2) 
[x - x, y, z] = -[y, x - x, z] = [y, z, x - x], (sk) 

(3) 
[x, y, z] - [y, x, z] = [z, x, y] - [z, y, xl = [z, x, y] - [z, y, x] (A.I) 
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where [x, y, z] is the associater of A* defined by 

[x,y,z] = (x*y)*z-x*(y*z). (5.7) 

Proof 

If we note A(x, y, z)e = [x, y, z] for the unit element e of A*, then Eq.{5.6a} 
becomes 

[x, y, z] - [y, x, z] = [z, x, y] - [z, y, xl (5.6)' 

which is a part of Eq.{Al} consistent with Eq.{5.3}. Also from Eq.{5.5}, we 
see 

A(x, y, z)w = B(x, y, z)w - w * [x, y, z] (5.7)' 

so that Eq.{5.6a} together with Eq.{5.6), and {5.7}' gives Eq.{B}. 
If we next set y = e in Eq.{B}, it yields 

[w, x - x, z] = [w, z, X - xl. 

Taking the involution of this relation, and changing the notation suitably we 
obtain Eq.(sk). Other relations can be similarly proved. 0 

Lemma 5.5 

Let A * be a pre-structurable algebra. Then 

D(x, y) = do(x, y) + d1(x, y) + d2(x, y) (5.8a) 

is a derivation of A *, satisfying 

D(x, y) = D(x, y) = D(x, y). (5.8b) 

Proof 

Form Eqs.{5.2}, we see that dj(x, y)'s satisfy 

dj(x,.y) = d3- j (x, y) (5.9a) 

and 
do(x, y)z + do(y, z)x + do(z, x)y = o. (5.9b) 

Then, D(x, y) = D(x, y) immediately follows from Eq.{5.8a) and (5.9a). 
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We note 

D( x, y)z = z * (X * y - y * x) + Y * (X * z) - z * (y * x) 
+17* (z*x) - x* (y*z) + (z*x) *17 - (z*y) *x. 

by Eqs.(5.2). We then calculate 

{D(x,y) - D(x,y)}z = [z,x,y] - [z,y,x] + [z,y,x] - [z,x,y] = 0 

by Eq.(Al) so that we have D(x, y) = D(x, y). Finally, summing over j = 
0,1,2 in Eq.(5.1), we obtain 

D(x, y)(u * v) = (D(x, y)u) -A- v) + U -k (D(x, y)v) 

which shows D(x, y) to be a derivation of A* in view of Eq.(5.8b). 0 
We next consider two sets of 

S = {xix = x, x E A*} 

H = {xix = -x, x E A*}. (5.10) 

Then, if the underlying field F is of characteristic =f 2, Eq.(sk) indicates 
that H is a generalized alternative nucleus of A *. As the consequence,H is a 
Malcev algebra with respect to the commutor product [x, y]* = x*y-y*x(see 
[P-S.04]). 

Theorem 5.6 ([K-O.14]) 

Let A * be a pre-structurable algebra. We then have 

(1) Q(x, y, z)w is totally symmetric in x, y, z, wE A*. 

(2) Q(x, y, z)w = 0 identically, if at least one of x, y, z and w is the unit 
element e of A*. 

(3) Supose that the underlying field F is of charachteristic =f 2. Then, Q(x, y, z)w = 
o identically again, provided that at least one of x, y, z, and w is an el­
ementof H. 

(4) Q(x, y, z) = Q(x, y, z) = Q(x, y, z) is a derivation of A*. 

(5) 3Q(x, y, z) = D(x, y * z) + D(y, z * x) + D(z, x * y) 
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(6) [Q(x, y, z), Q(u, v, w)] = Q(Q(x, y, z)u, v, w)+Q(u, Q(x, y, z)v, w)+Q(u, v, Q(x, y, z)w). 

For the proof of this Theorem, we start from the following Lemma. 

Lemma 5.7 

We have 
Q(x, y, z)e = O. 

Proof 

We calculate 

Q(x, y, z) = r(x * (z *y)) - r((y * z) * x) + l(z * y)l(x) - l(x)l(y * z) 
+l(x * y)l(z) - l(z)l(y * x) + r(z * x)r(y) - r(y)r(x * z), (5.11) 

from Eq.(5.2) and (5.4), so that we obtain 

Q(x, y, z)e = x * ("z * y) - (y * z) * x + (z * y) * x - x * (y * z) 
+(x * y) * z - z * (y * x) + y * (z * x) - (x * z) * y 
= -[x,z,y] - [y,z,x] + [z,y,x] + [x,y,z] = 0 

by Eq.(A.l). 0 

Lemma 5.8 
(l) 

Q(x, y, z) = Q(x, z, y) 

(2) 

(5.12a) 

Q(x,y,z)(u*v) = {Q(y,z,x)u}*v+u*{Q(z,x,y)v}. (5.12b) 

Proof 

Eq.(5.12a) is nothing but Eq.(1.37), while we note 

do(x,y*z)(-u*v) = {d1(x,y*z}u}*v+'u*{d2(x,y*z)v} 
d1(z,x*y)(u*v) = {d2(z,x*y)u}*v+u*{do(z,x*y)v} 
d2(y, z *x)(u * v) = {do(Y, z * x)u} * v + u * {d1(y, z * x)v}. 

Adding all these relations, we obtain Eq.(5.12b). 0 
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We next first set u = e and v = w, and also v = e and u = win Eq.(5.12b) 
to find 

Q(x,y,z)w = Q(z,x,y)w = Q(y,z,x)w 

where we used Q(x, y, z)e = 0 by Lemma 5.7. This implies the validity of 

Q(x, y, z) = Q(z, x, y) = Q(y, z, x). (5.12c) 

Especially, letting further x ~ y ~ z ~ x, this leads to 

Q(z, x, y) = Q(y, z, x) = Q(x, y, z) (5.12d) 

to be cyclically invariant, and then 

Q(x, y, z) = Q(x, y, z) (5.12e) 

by Eq.(5.12c) again. 
Moreover, since A * is unital, its conjugate algebra A satisfies ex = xe = x 

so that the conditions (B) and (0) of section 1 are automatically satisfied. 
Especially, A is a pre-normal triality algebra, so that Eq.(1.36) holds with 

Q(x, y, z)w = Q(w,y,z)x, 

by Proposition 1.5. We then calculate 

Q(x,y,z)w = Q(w,y,z)x = Q(y,z,w)x = Q(x,z,w)y 
= Q(w,x,z)y = Q(y,x,z)w 

which yields Q(x, y, z) = Q(y, x, z). Together with Eq.(5.12d), these imply 
that Q(x, y, z)w is totally symmetric in x, y, z and w. Then Lemma 5.7 shows 
that Q(x, y, z)w = 0 if at least one of x, y, z and w coincides with the unit 
element e. Moreover Eqs.(5.12a,b,c), and (5.12d) imply also Q(x, y, z) = 
Q(x, fj, z) = Q(x, y, z) to be a derivation of A*. 

In order to prove the statement (3) of Theorem 5.6, we write generic 
element of S and H as Xo and Xl respectively, so that Xo = Xo and Xl = 
-Xl' Then, Q(x, fj, z) = Q(x, y, z) yield immediately Q(Xl, Yb Zl) = 0 = 
Q(xo, Yo, Zl), provided that the field F is of charachteristic =f. 2. Moreover, 
we note 
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and 

Q(Xl, Yl, ZO)WO = Q(Xl, wo, ZO)Yl = 0 

so that we have also Q(Xl, Yl, zo) = O. This proves the statement (3) of the 
Theorem. 

Also, Eq.(1.35) together with Eq.(5.12d) yields immediately the relation 
of 

3Q(x, y, z) = D(x, Y * z) + D(y, z * x) + D(z, x * y). 

Therefore, it remains only to prove the final statement (6). To show it, we 
note the following: 

Lemma 5.9 

Let D be a derivation of A* satisfying D = D, then we have 

[D, Q(u, v, w)] = Q(Du, v, w) + Q(u, Dv, w) + Q(u, v, Dw). (5.13) 

Proof 

Since D is a derivation of A *, we have 

D( u * v) = (Du) * v + u * (Dv) 

which is equivalent to the validity of 

[D, l(u)] = l(Du), [D, r(v)] = r(Dv). 

Moreover, D = D implies Dx = Dx. Then, these are sufficient to prove 
Eq.(5.13). 0 

Since D = Q(x, y, z) satisfies the condition of Lemma 5.9, these give 

[Q(x, y, z), Q(u, v, w)] = 

Q(Q(x, y, z)u, v, w) + Q(u, Q(x, y, z)v, w) + Q(u, v, Q(x, y, z)w). 

These results complete the proof of Theorem 5.6. 

Remark 5.10 

If we choose D = D(x, y) in Lemma 5.9, we have 

[D(x, y), Q(u, v, w)] = 
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Q(D(x, y)U, v, w) + Q(U, D(x, y)V, w) + Q(U, v, D(x, y)w). (5.14a) 

Moreover, we have also 

[Q(u, v, w), D(x, y)] = D(Q(u, v, w)x,y) + D(x, Q(u, v, w)y) (5.14b) 

by the following reason. Since A is a pre-normal triality algebra, we have 
Eq.(1.20),i.e. 

[dj(u, v), dk(x, y)] = dk(dj-k(u, v)x, y) + dk(x, dj-k(u, v)y). 

Letting v -+ v * w, and then letting u -+ v -+ v -+ w -+ u, these give 

[Q(u, v, w), dk(x, y)] = dk(Q(u, v, w)x, y) + dk(x, Q(u, v, w)y) (5.15) 

when we further sum over j = 0, 1,2 and note that Q( u, v, w) is totaly sym­
metric in u, v, w. Finally, summing over k,it gives Eq.(5.14b). 

Proposition 5.11 

Let A * be a pre-structurable algebra over the field F of charachterictic 
=I- 2, =I- 3. If A * is power-associative, then A * is structurable. 

Proof 

For any a E A* satisfying a = a, (i.e, a E S). we calculate 

Q(a, a, a)a = [a, a * a2]* + 3{a2 * a2 - a * (a2 * an 

= [a2 * a, a]* + 3{ a2 * a2 - (a * a2) * a} 

(5.16a) 

(5.16b) 

where we have set a2 = a*a and [x, y]* = x*y-y*x. Note that Eq.(5.16a) fol­
lows immediately from Eq.(5.11) by setting x = y = z = a, while Eq.(5.16b) 
results from taking the involution of Eq.(5.16a). Then, if A* is power-associative, 
Eq.(5.16) implies Q(a, a, a)a = O. Therefore, linearizing the relation, we ob­
tain Q(x, y, z'}w = 0 for x, y, Z, wE S, since we are assuming the field F to be 
of charachteristic =I- 2, =I- 3. Together with Theorem 5.6, this shows A* to be 
structurable. 0 

Proposition 5.12([0.05]) 

If a pre-sturucturable algebra A * possesses a symmetric bi-linear non­
degenerate form < ·1· > satisfying 

< xly*z >=< Ylz*x >=< :zlx*y >, 
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then A* is structurable.(see Remark 4.16). 

Proposition 5.13 

LetA· be a pre-structurable algebra and setAo = {xix E A·, and Q(u,v,w)x = 
o for any u, v, w E A*}, then Ao is a structurable algebra. Moreover Ao con­
tains a structurable sub-algebra generated by the unit element e and mem-
bers of H assuming 2 =f O. 

Proof 

First, we show that Ao is a sub-algebra of A * since we calculate 

Q(u, v, w)(xy) = (Q(u, v, w)x)y + x(Q(u, v, w)y) = 0 

for any x, y E Ao to get xy E Ao, by the derivation property of Q(v, u, w). 
:Moreover, e E Ao also by Theorem 1.4. Further, if x E Ao,then x E Ao also 
since 

0= Q(u, v, w)x = Q(u, v, w)x = Q(u, v, w)x. 

Then, these imply dj(x, y) E End .10, for x, y E .10, so that .10 is pre-structurable. 
Since Q(u,v,w) = 0 restricted to Ao, this proves Ao to be structurable. The 
fact that Ao contains a structurable sub-algebra generated by e and H fol­
lows from Theorem 5.6. 0 

We can prove the converse statement of Theorem 5.6 

Theorem 5.14 

Let A* be a unital involutive algebra satisfying 

(i) Q(x, y, z)w is totally symmetric in x, y, z, w E A*. 

(ii) Q(x, y, z) = 0 identically whenever at least one of x, yand z is a element 
ofH. 

(iii) The validity of Eq.(sk). 

Then A * is pre-structurable. 
In order to prove this Theorem, we note the following 

Lemma 5.15 
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Under the conditions for A* given in Theorem 5.14, we have 

Q(x, y, z) = B(x, y, z) - C(y, x, z) - C(z, x, y) - c' (z, y, x). (5.17) 

Proof 

Eq.(5.11) leads to 

Q(x,y,z)w = w*{x*(z*y)} - {w*(x*z)}*y 
-w * {(y* z) *x} + (w *y) * (z *x) 
- z * { (y * x) * w} + (z * 17) * (x * w) 
-x -k { (y -k z) ;1.- w} + (x -k y) -k (z ;1.- w). 

Taking the involution of this relation, we have 

Q(x,y,z)w = {B(z,x,w) - C(x,z,w) - C(w,z,x) - C'(w,x,z)}y. (5.18) 

The left-hand side is rewritten as 

Q(x, y, z)w = Q(x, y, z)w = Q(x, w, z)y = Q(x, w, z)y 

since Q(x, y - y, z) = O. Therefore, Eq.(5.18) is rewritten as 

Q(x,w,z) = B(z,x,w) - C(x,z,w) - C(w,z,x) - C'(w,x,z). 

Letting x -+ x and w -+ w, and noting Q(x, w, z) = Q(x, w, z) this yields 

Q(x, w, z) = B(z, x, w) - C(x, z, w) - C(w, z, x) - c' (w, x, z). 

Changing w -+ z -+ x -+ y, this gives Eq.(5.17).D 
Since Q(x, y, z) is totally symmetric in x, y and z, Eq.(5.17) immediately 

gives 
(1) 

and 
(2) 

, , ( B(x, y, z) - B(x, z, y) = C (z, y, x) - C y, z, x), (5.19) 

B(x, y, z) - B(y, x, z) = 

C(y, x, z) + C(z, x, y) - C(x, y, z) - C(z, y, x) + c' (z, y, x) - C' (z, x, y) (5.20) 
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from Q(x, y, z) = Q(x, z, y) for Eq.(5.19) and Q(x, y, z) = Q(y, x, z) for Eq.(5.20). 
Moreover, letting x H z in Eq.(5.19) and adding it to Eq.(5.20), we obtain 

{B(x,y,z) - B(y,x,z) + B(z,y,x) - B(z,x,y)}w 

= -{C(x,y,z) - C(y,x,z) + C(z,y,x) - C(z,x,y)}w 

+{ C' (x, y, z) - C' (y, x, z) + C' (z, y, x) - c' (z, x, y)}w 

= -{C(x, y, z) - C(y, x, z) + C(x, y, z) - C(z, x, y)}(w - w) (5.21) 

since C' (x, y, z)w = C(x, y, z)w. 
Further, if Eq.(sk) holds, we have (see,[A-F,93]) 

C(x, y, z)(w - w) = B(x, y, z)(w - w) (5.22) 

when we calculate (with s = w - w), 

C(x, y, z)s = {x * (y*8)} * z - (x * y) * (8* z) 

= - {x * (y * s)} * z + (x * y) * (s * z) 
= {[x,y,s] - (x*y)*s}*z+ (x*y)*(s*z) 

= [x, y, 8] * z - [x * y, 8, z] = [8, x, y] * z + [8, X * y, z] 

= {( s * x) * y - s * (x * y)} * z + {s * (x * y) } * z - s * { (x * y) * z} 

= {(s*x)*y}*z-s*{(x*y)*z} = B(x,y,z)s. 

Then, Eq.(5.21) is rewritten as 

{B(x, y, z) - B(y, x, z) + B(z, y, x) - B(z, x, y)}w 

= -{B(x,y,z) - B(y,x,z) + B(z,y,x) - B(z,x,y)}(w - w). (5.23) 

However, Eq.(5.19) for (x H ·z), gives also 

or 

{B(z,y,x) - B(z,x,y)}(w - w) = {c'(x,y,z) - C'(y,x,z)}(w - w) 

= -{B(x, y, z) - B(y,x,z)}(w - w) 

{B(x, y, z) - B(y, x, z) + B(z, y, x) - B(z, x, y)}(w - w) = 0 
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which yields Eq.(B),Le. 

B(x, y, z) - B(y, x, z) + B(z, y, x) - B(z, x, y) = 0 (B) 

in view of Eq.(5.23). 
We next set x = e in Eq.(5.19) to obtaion 

{B(e,y,z) - B(e,z,y)}w = {C'(z,y,e) - C'(y,z,e)}w 

or equivalently 

[w, fj, z] - [w, z, y] = [y, z, w] - [z, fj, w] 

which is one of Eq.(A.1), if we change variables suitably. Then together with 
Eq.(5.9), we find the validity of Eq.(5.6a)Le. 

A(x, y, z) - A(y, z, x) = A(z, x, y) - A(z, y, x). (A) 

Since Eq.(5.6b) is nothing but Eq.(5.19), then Lemma 5.3 show that the A* 
is an almost pre-structurable algebra. But A* is unital by assumption and 
these prove A * to be pre-structurable, This completes the proof of Theorem 
5.14.0 

The special case of Q(x, y, z) = 0 identically in Lemma 5.15 immediately 
reproduces (iii) of Theorem 5.5 of [A-F,93] by giving 

B(x, y, z) = C(y, x, z) + C(z, x, y) + C' (z, y, x). (X) 

Theorem 5.16 

A necessary and sufficient condition that a unitary involutive algebra 
A* being structurable is the validily of Eq.(sk) and Eq.(X) (or equivalently 
Q(x, y, z) = 0). 

Remark 5.17 

Many interesting unital involution algebra containing Jordan and alter­
native algebras are structurable. It is rather hard to find examples of a sim­
ple pre-structurable but not structurable algebra. 

6. Kantor Triple System and A-ternary Algebra 
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Let V be a vector space over a field F, equipped with a tri-linear map 

V®V®V-+V 

x ® y ® z -+ xyz. (6.1) 

If the triple product xyz satisfies 

uv(xyz) = (uvx)yz - x(vuy)z + xy(uvz) (6.2) 

for any u, v, x, y, z E V, then (V, xyz) is called a generalized Jordan triple 
system. Moreover, if it satisfies 

xyz = zyx, (6.3) 

then (l;: xyz) defines a Jordan triple system U.68]. It is often more convenient 
to introduce a multiplication operator L(x, y) E End V by 

L(x, y)z := xyz. 

Then, Eq.(6.2) is equivalent to a Lie algebra relation of 

[L(u, v), L(x, y)] = L(uvx, y) - L(x, vuy). 

Moreover, suppose that K(x, y) E End V given by 

K(x, y)z = xzy - yzx 

satisfies 

(6.4) 

(6.5) 

(6.6) 

K(K(u, v)x, y) = L(y, x)K(u, v) + K(u, v)L(x, y). (6.7) 

Then (V, xyz) is called a Kantor triple system ([Kan.73]). Note that the Jor­
dan triple system is a Kantor triple system with K(x, y) = o. 

Also it is known (see Eq.(7.6» that the condition Eq.(6.7} is equivalent to 

K(xyz, w) - K(xyw, z) = -K(x, K(z, w)y), (6.8) 

if Eq.(6.5) holds valid. 
A main purpose of this section is to note that a structurable algebra is 

intimately related to the Kantor triple system as is indicated in the following 
Theorem (see [F.94],[K-O.I0]): 
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Theorem 6.1 

Let A* be a structurable algeba over a field F of charachteristic =I- 2. If we 
define a triple product xyz in the vector space of A * by 

(6.9) 

then (A * , xyz) is a Kantor triple system such that it satisfies 

eex = x, and exe + 2xee = 3x (6.10) 

for the unit element e of A*. Conversely if (A*, xyz) is a Kantor triple system 
over a field F of charachteristic -::F 2, -::F 3, satisfying Eq.{6.10) for a privi­
leged element e of A *, and if we introduce a mapping x -+ x and a bi-linear 
product x * yin A* by 

x:= 2x - xee, 

x * y : = xey - xye + yex, 

(6.l1a) 

(6.l1b) 

then (A*, x * y) is a structurable algebra with the unit element e and the 
involution map x -+ x. 

First, we shall prove here a slightly weaker theorem in the following. 

Theorem 6.2([0.05]) 

Let A'" be normal Lie-related triality algebra (see Def.1.6). Then, the triple 
product in A * defined by 

xyz := k{l(x * y + y * x) - do(x, y) - d2(x, y)}z (6.12) 

for kEF, (k =I- 0), leads to a generalized Jordan triple system (A*, xyz). 
For a proof of this Theorem, we need the following Lemma. 

Lemma 6.3 

Let A * be a pre-normal Lie related triality algebra. If we set 

Do(x, y) := do(x, y) + d2(x, y), (6.13a) 

then it satisfies 

[Do(u, v), Do(x, y)] = Do(Do(u, v)x, y) + Do(x, Do(u, v)y). (6.13b) 
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We also have 

[ds-j(x, y) + dj+2(X, y), l(z)] = l((dj+1(x, y) + d2_j (x, y))z), (6.14a) 

and 

where we have set 
[X, Y] = XY - Y X, 
{X,Y}+ =XY+YX 

for X, Y, E End A+. 

Proof 

By Eq.(1.20), we calculate 

[Do(u, v), Do(x, y)] 

= [do(u, v) + d2(u, v), do(x,Y) + d2(x, y)] 

= do(do(u, v) + d2 (u, v))x, y) + do(x, (do(u, v) + d2(u, v))y) 

+d2«(d1(u, v) + do(u, v))x, y) + d2(x, (d1(u, v) + do(u, v))y). 

Also, we note 

Do(Do(u, v)x, y) = do(Do(u, v)x, y) + d2(Do(u, v)x, y) 

= do((do(u, v) + d2(u, v))x, y) + d2((do(u, v) + d1(u, v))x, y) 

and 
Do(x, Do(u, v)y) = do(x, Do(u, v)y) + d2(x, Do(u, v)y) 

= do(x, (do(u, v) + d2(u, v))y) + d2(x, (do(u, v) + d1(u, v))y) 

where we noted Eq.(1.23). These prove Eqs.(6.13b). 
We next rewrite the triality relation Eq.(1.41d) as 

ds-j(x, y)(z * w) = (dj+l(X, y)z) * w + z * (dj+2(U, v)w) 

which yield 

ds_j(x, y)l(z) = l(dj - 1(x, y)z) + l(z)dj+2(X, y). (6.15) 
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Letting x ~ X and y ~ fj with j ~ 1 - j, this is rewritten as 

dj+2(X, y)l(z) = 1(d2_j (x, y)z) + l(z)da_j(x, y). 

Adding or sub-tracting both relations, we obtain Eqs.(6.14}.O 
After these preparations, we will now proceed to the proof of Theorem 

6.2. First, choosing j = 0 in Eq.(6.14a} and letting x -+ x and y -+ y, it yields 

[Do(x, y), l(z)] = l((di(x, y) + d2(x, y»z). (6.16) 

For simplicity, we set 

so that we can write 

and calculate 

L(u, v) = k{l(s) - Do(u,vn 

L(x, y) = k{l(t) - Do(x, yn, 

[L(u, v), L(x, y)] = k2[1(s) - Do(u, v), let) - Do(x, y)] 

(6.17) 

(6.18) 

= k2{[1(s), l(t)] - [Do(u, v), l(t)] + [Do (x, y), l(s)] + [Do(u, v), Do(x, y)]} 

= k2{[1(s), l(t)] -l((di(u, v) + d2(u, v»t) + l((di(x, y) + d2(x, y»s) 

Also 

and 

+Do(Do(u, v)x, y) + Do(x, Do(u, v)yn. (6.19) 

L(L(u, v)x, y) 

= k2{1( (l(s) - Do(u,v»x*y+y*('"7':"(l(7""s):----D-=o""';'(u-,--;v)~)x~» 

-Do((l(s) - Do(u, v»x, yn 
= k2{1((s * x) *y + y * (x* s» -l(Do(u, v)x * Y + Y * Do(u, v)x) 

-Do(s * x, y) + Do(Do(u, v)x, yn 
L(x, L(v, u)y) 

= k(l(x* L(v,u)y + L(v,u)y*x} - Do(x,L(v,u)yn = 
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k2{l{x*«l(s) + Do(u, V))y) +(l(s)+Do(u, V))y*X} -Do(x, (l(s) +Do(u, V))y)} 

= k2{l(x * (y * s) + (s * y) * X) + l(x * Do(u, V)y) + l(Do(u, V)y * X) 

-Do(x, s * y) - Do(x, Do(u, v)y)} 

where we noted s = san L(v, u) = l(s) - Do(v, u) = l(s) + Do(u, v). Then 
setting 

R = [L(u, v), L(x, y)] - L(L(u, v)x, y) + L(x, L(v, u)y), 

we can rewrite it as 

R = k2{[l(s), l(t)] + l(w) + Do(s * x, y) - Do(x, s * y)}, (6.20) 

with 
w = ---(d1(u, v) + d2(u, v))t + (d1(x, y) -I- d2(x, y))s 

-(s*x) *y - y* (x*s) + x* (y*s) + (s *y) *x + J, (6.21) 

where we have set further 

J = (Do(u, v)x) *y + y* Do(u,v)x + x* Do(u, v)y + (Do(u, v)y) *x. 

We calculate J to be 

J = (do(u, v) + d2(u, v))x *y + y* (do(u, v) + d1(u, v))x 
+x * (do(u, v) + d1(u, v))y + (do(u, v) + d2(u, v))y * X 

-:--:----:-= d2(u, v)(x * y) + d1(u, v)(x * y) + d2(u, v)(y * x) + d1(u, v)(y * x) 
= (d1(u, v) + d2(u, v))(x * y + Y * x) = (d1(u, v) + d2(u, v))t. 

by the triality relation Eq.(1.39c) and Eq.(1.39g). This then leads to w = 0 
since we calculate 

w = -(d1(u, v) + d2(u, v))t + (d1(x, y) + d2(x, y))s 
+{ -r(y)r(x) - l(y)l(x) + l(x)l(y) + r(x)r(y)}s 
+(d1(u, v) + d2(u, v))t = o. 

Moreover, we note 

Do(s*x,y)-Do(x,s*y) = do(s*x,y)+d2(s*x,y)-do(x,s*y)-d2(x,s*y) = 

-do(y,x*s) - d2(x,y*s) - do(x,y*s) - d2(y,s*x) = 
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-{Q(y, x, S) - d1(s, y* X)} - {Q(X, y, S) - d1(s, X *y)} = 

d1(s, X * y) + d1(s, y * X) = d1(s, X *y + y *X) = d1(s, t) = = -[l(s), l(t)] 

where we used Q(x, y, z) = 0 together with s = 8 and t = t. Therefore we 
have R = 0 by Eq.(6.20), completing the proof of Theorem 6.2.0 

Remark 6.4 

If we rewrite Eq.(6.12) as 

xyz = k{( X * Y + Y * x) * z + (z * y) * X - (z * x) * y - do( x, y)z }, 

and note Eq.(1.39d)i.e. 

do(x, y)z + do(y, z)x + do(z, x)y = 0, 

this gives 

K(x, y) = k{r(y)r(x) - r(x)r(y) + l(x *y - y * x) - do(x, y)}. (6.22) 

Hereafter in this section, we assume A'" to be structurable over the field F 
of charachterictic =I- 2. Then choosing k = ~ and noting 

do(x,y) = r(y)r(x) - r(x)r(y) -l(x*y - y*x), 

Eq.(6.22) gives 
(6.23) 

while Eq.(6.12) reproduces Eq.(6.9). We can then prove the validity of Eq.(6.7) 
as follows: Setting now 

(6.24) 

we have K(u, v) = l(s) so that Eq.(6.7) becomes 

K(s * x, y)z = yx(s * z) + s * (xyz) 

or 
{(s*x)*y- y*(s*x)}*z = 

{(s*z)*x}*y-{(s*z)*y}*x+(y*x)*(s*z)+s*{(z*y)*x-(z*x)*y+(x*y)*z} 
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by Eq.(6.9} and (6.23). This relation is rewriten as 

{B(x, y, z) - B(z, x, y) + B(z, y, x) - C(y, x, z)}s = 0 

which is satisfied in view of Eqs.(B} and (5.22). This proves that (A*, xyz) is 
a Kantor triple system. 

Moreover,Eq.(6.10} holds valid by Eq.(6.9}. However, the converse state­
ment that any Kantor triple system (A*, xyz) satisfying Eq.(6.10} will give a 
structurable algebra requires more calculations. See [F.94] or [K-O.10] for its 
proof. 

Remark 6.5 

The structurable algebra has been originally defined by Allison ([A.78]) 
in terms of the Kantor triple system as in Theorem 6.1. We redefined it in 
this note as in [K-O.14J. It is often more appropriate to consider a triple 
(A *, x * y, xyz) by defining: 

Def.6.6 

A triple (A*, x*y, xyz) with a bi-linear product x*y and a triple product 
xyz in a vector space A * is called an Allison ternary algebra or simply A­
ternary algebra, provided that we have 

(1) (A * , x * y) is a structurable algebra 

(2) (A*, xyz) is a Kantor triple system 

(3) The triple product xyz is expressed in terms of the bi-linear product by 

xyz = (x * y) * z + (z * y) * x - (z * x) * y. 

Note that both the bi-linear product x * y and the tri-linear one xyz 
are intimately related to each other as in Theorem 6.1. Other example of 
such triple are (a, (3, "Y) ternary algebra ([K-0.10]) based upon unital (a, (3, "Y) 
ternary system as well as some balanced (---1, --l)FKTS (see [E-K-O.03 and 
05]). 

For the A-ternary algebra, we-note that we have 

K(x, y) = d2(x, y) - do(x, y) = lex * y - y * x) 
L(x,y) + L(y, x) = l(x*y+y*x) (6.25) 
L(x, y) - L(y, x) = -do(x, y) - d2(x, fj) 
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which determine K(x, y) and L(x, y) in terms of dj(x, y) and l(x). 
Conversly, we can express 

l(x + x) = L(e, x) + L(x, e) 
l(x - x) = K(x, e) 
do(x, y) = t{L(Y~ x] - L(x~ y] - K(:,~)} 
d2(x, y) = 2{K(x, y) - L(x, y) + L(y, x)} 
d1(x, y) - d1(x, y) = -K(x, y) + K(x, y) (6.26) 
d1(x, y) + d1(x, y) = L(y, x) - L(x, y) + L(e, x * y) - L(x * y, e). 

These relations will be used to prove some results in the next section. 

7. Lie algebras and superalgebras associated with (c,o) Freuden­
thal -Kantor Triple System (FKTS) 

In this section, we first note that the Kantor triple system is a special case 
of a more general (c, 0) Freudenthal-Kantor triple system [Y-O.84], (see also 
[Kam.87] for many earlier references on the subject) and second that we can 
construct Lie or Lie superalgebra out of these triple systems. 

Let 1/ be a vector space over a field F with a triple product xyz. Let the 
multiplication operators L(x, y), and K(x, y) E End 1/ be given by 

L(x, y)z := xyz, K(x, y)z := xzy - oyzx. (7.1) 

If they satisfy 

[L(u,v),L(x,y)] = L(uvx,y) +cL(x,vuy) (7.2) 

and 
K(K(u, v)x, y) = L(y, x)K(u, v) - cK(u, v)L(x, y) (7.3) 

for any u, v, x, y, E 1/, then, we call the triple system (1/, xyz) be a (c,o) 
Freudenthal-Kantor triple system [Y-O.84], where c and <5 are constants with 
values either 1 or -1. Then, comparing these with Eq.(6.5),(6.6), and (6.7), 
we see that the Kantor triple system is precisely ( -1, 1) FKTS. Before going 
into further details, we note that Eq.(7.1) implies 

K(y, it) = -oK(x, y) 

while Eq.(7.2) is equivalent to the validity of 

uv(xyz) = (uvx)yz + cx(vuy)z + xy(uvz). 

(7.4) 

(7.5) 
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First, we note that Eq.(7.3) can be replaced by 

K(K(u,v)x,y) = K(yxu,v) +K(u,yxv) 

under the validity of Eq.(7.2) when we note 

Lemma 7.1 

If Eq.(7.2) holds, we then have 

(7.6) 

L(y, x)K(u, v) - cK(u, v)L(x, y) = K(yxu, v) + K(u, yxv). (7.7) 

Proof 

We calculate 

L(y,x)}(u,v)z-c}(u,v)L(x,y)z 
= yx(uzv - ovzu) - c{u(xyz)v - ov(xyz)u}. 

Moreover, we note 

yx(uzv) = (yxu)zv + cu(xyz)v + uz(yxv) 

by Eq.(7.5) so that 

L(y,x)K(u,v)z -cK(u,v)L(x,y)z 
= (yxu)zv + cu(xyz)v + uz(yxv) 
-o(yxv)zu - cov(xyz)u - ovz(yxu) 
-t:·u(xyz)v + t:ov(xyz}u 
= (yxu)zv + uz(yxv) - o(yxv)zu - ovz(yxu) 
= {(yxu)zv - ovz(yxu)} + {uz(yxv) - o(yxv)zu)} 
= K(yxu,v)z + K(u, yxv)z, 

which yields Eq.(7.7). 0 

Proposition 7.2 

Let (V, xyz) be a (c, 8) FKTS. We then have 

K(u, v)K(x, y) 

= c6L(K(u, v)y, x) - cL(K(u, v)x, y) (7.8a) 
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= L(v, K(x, y)u) - oL(u, K(x, y)v) 

foranyu,v,x,y E V. 

Proof 

First, let us define 

K(V, F) := span{K(x, y), 'tI, x, y E 1/}. 

Then, for any C1 E K(F, V), Eq.(7.3) gives 

K(C1X, y) = L(y, X)C1 - cC1L(x, y) 

so that 
(C1X)ZY - OYZ(C1X) = YX(C1Z) - cC1(XYZ) 

which is rewritten as 

(7.8b) 

(7.9) 

(7.10) 

C1(XyZ) = -c(C1X)Zy + cyX(C1Z) + cOyZ(C1X) (7.11) 

since c2 = 1. We then calculate 

C1K(x, z)y = C1(XyZ) - OC1(ZYX) 

= -c(C1X)Zy + cyX(C1Z) + cOYZ(C1X) + cO(C1Z)Xy - cOYZ(C1X) - c02yX(C1Z) 

= -c(C1X)zy + cO(C1Z)Xy = -cL(C1X, z)y + cOL(C1Z, x)y 

which gives 
C1K(x, z) = -cL(C1X, z) + cOL(C1Z, x). 

Letting Z -+ Y and choosing C1 = K(u, v), this leads to Eq.(7.8a). 
In order to prove Eq.(7.8b), we note 

[L(u, v), L(x, y)] = L(uvx, y) + cL(x, vuy) 
= -[L(x, y), L(u, v)] = -L(xyu, v) - cL(u, yxv) 

so that 
L(uvx, y) + cL(x, vuy) + L(xyu, v) + cL(u, yxv) = O. (7.12) 

Letting x +-t U, it also gives 

L(xvu, y) + cL(u, vxy) + L(uyx, v) + cL(x, yuv) = O. 



- 72-

Multiplying 0 and subtracting it from Eq.(7.12), we find 

or 

L(uvx - oxvu, y) + cL(x, vuy - oyuv)+ 

cL(u, yxv - ovxy) + L(xyu - ouyx, v) = 0, 

L(K(u, x)v, y) + cL(x, K(v, y)u) + cL(u, K(y, v)x) + L(K(x, u)y, v) = o. 

Changing x +-+ v and noting K(y, x) = -oK(x, y), this is rewritten as 

L(K(u, v)x, y) - oL(K(u, v)y, x) = coL(u, K(x, y)v) - cL(v, K(x, y)u) 

which proves Eq.(7.8b)D 
We can then prove the following (see [K-M-O.l0)). 

Corollary 7.3 

K(x, y)'s satisfy 

(1) 
K(z, w)K(x, y)K(u, v) + K(u, v)K(x, y)K(z, w) 

= K(K(z, w)K(x, y)u, v) + K(u, K(z, w)K(x, y)v) (7.13a) 

= e8K(K(z, w)x, K(u, v)y) + coK(K(u, v)x, K(z, w)y) 

(2) 
[[K(z, w), K(u, v)], K(x, y)] = 

-cK(x, [K(z, w), K(u, v)]y) - cK([K(z, w), K(u, v)]x, y) (7.13b) 

for any u, v, x, y, z, w E V. Especially, if we introduce two triple products in 
K(V, V) by 

(a) 

(b) 
(7.14b) 
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then they define a Jordan triple system for {K1' K2, K3} and a Lie triple sys­
tem for [Kb K2, K3]' respectivaly for K1, K2, K3 E K(V, V). 

Remark 7.4 

Let V = A * be a structurable algebra over the field F of charachteristic 
." 2. Then Eq.{6.23) implies K(A*, A*) = l(H) since x*e - e*x = (x - x) E H 
where H = {x = -x, x E A*}. Then Corollary 7.3 implies that l(H) admitts 
both Jordan triple system and Lie triple system for ](j E l(H) by Eqs.(7.14) 
with (e, 8) = (-1,1). 

Eqs.{7.8) enables us to prove the following theorem: 

Theorem 7.5 

Let T(e, 8) := (V, xyz) be a (e, 8)FI<TS. Suppose that J E End V satisfies 

(1) 
J(xyz) = (Jx)(Jy)(Jz) (7.15b) 

(2) 
J2 = -ec5id (7.15b) 

then a new triple product defined by 

[x, y, z] := x(Jy)z - 8y(Jx)z + 8x(Jz)y - y(Jz)x (7.10) 

satisfies 

(1) 
[x, y, z] := -8[y, x, z] (7.17a) 

(2) 
[x, y, z] + [y, z, x] + [z, x, y] = 0 (7. 17b) 

(3) 

[u, v, [x, y, z]] = [[u, v, x], y., z] + [x, [u, v, y], z] + [x, y, [u, v, z]]. (7. 17c) 

In other words, [x, y, z] is a Lie triple system for 8 = 1 and an anti-Lie triple 
system for 8 = -1. 
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For a proof of this Theorem, the readers are reffered to [K-O.OO] or [K-M-
0.10]. WenotethatforthecaseoftheKantortriplesystem(c = -1,0 = +1), 
we can chose J = id. However, a more interesting case is to consider a larger 
vector space: 

W = V EEl V, or W = ( ~ ) , 

and intorduce a triple product in l¥ by 

(7.18) 

(7.19) 

Then W = ( ~ ) = V EEl V is also a (c, 0) FKTS, if V is a (c, o)FKTS. More­

over J E End W given by 

J = (0, 1) 
-co, 0 ' 

(7.20) 

satisfies the conditions of Eqs.(7.15) in W. 
Then, the resulting Lie or anti-Lie triple system in W is rewritten as 

[( ~ ) , ( ~ ) , ( ~J )] 

( L(u,y) - oL(x,v), oK(u,x) ) ( z ) 
= -cK(v, y), cL(y, u) - eoL(v, x) w' 

(7.21) 

Further, we define a multiplication operator L(Xb X 2) E End W by 

L(Xl' X 2 )X3 := [Xl, X 2 , X 3 ] (7.22) 

and set 
L(W, W) = span{L(Xl' X 2), VXl, X2 E W}. (7.23) 

Then, for any x, y, z, u, v and W E V, D given by 

D = ( L(x, y), oK(z, w) ) E L(W W) (7.24) 
-cK(u, v), cL(y,x) , 

is a derivation ofthe triple product [Xl, X 2, X 3], by the analogue of Eq.(7.17 c) 
when we replace x -+ X, y -+ y, z -+ Z then, i.e. we have 

D[Xl' X 2 , X 3] = [DXl' X 2 , X 3] + [Xl, DX2 , X 3 ] + [Xl, X 2 , DX3]. (7.25) 
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Further, we set 

Ly = W = {X = ( ~ ) Ix,y E V} 

LIT = {DID is a derivation of [Xl, X 2, X3]}' (7.26) 

Then 
(7.27) 

is a Lie algebra for 0 = 1, but a Lie superalgebra for 0 = -1 with LIT and Ly 
being its even and odd part, respectively. Here, we define the commutator 
by (see [Y-O.B4]) 

[DI $ Xl, D2 $ X2] = ([DI' D2] + [Xl, X 2]) $ (DIX2 - D2Xd (7.28) 

for D1 , D2 E LIT and XI ,X2 E W = Ly by 

[DI' D2] := DID2 - D2Dl E LIT (7.29) 

and 

(7.29c) 

However, we will restrict ourselves for a choice of the derivation to be those 
given by Eq.(7.24) and write Eq.(7.27) as 

L = L(W,W)$W 

Then, L is 5-graded Lie algebra or Lie superalgebra: 

L = L-2 $ L-I $ Lo $ Ll $ L2 

where we have set 

L-2 = span{ (K(~: y), ~) lx, y E V} 

L-l = span{ ( ~ ) Ix E V} 

(7.30) 

(7.31) 

(7.32a) 

(7.32b) 
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L {( L(X,y), 0)1 V} 
0= span 0, €L(y, x) x, y E (7.32c) 

L1 = span{ ( ~ ) Ix E V} (7.32d) 

L2 = span{ (~: K(~, y) ) lx, y E V}. (7.32e) 

Note 
Lo = L-2 tB Lo tB L2, (7.33a) 

Lr = L-1 tB L1. (7.33b) 

If we introduce operators () and 0"(.-\) for.-\ E F,.-\ =1= 0 in End(L) by 

a(.-\) ( ~ ) = ( y.-\/~ ) , (7.34b) 

it is easy to see that they are automorphysm of [W, W, W],i.e. we have for 
example 

O([X1' X 2, Xa]) = [OX1' OX2, ()Xa]. 

Extending these actions to the whole of L in a natural way, we find also 
that they are also automorphysm of the Lie algebra or Lie superalgebra L. 
Moreover, they satisfy 

(1) ()4 = id, 0"(1) = id 

(2) ()2 = -gO id for Lr and ()2 = id for Lo 

(3) O"(f.t)O"(v) = O"(f.tv), (f.t, v E F, f.tv =1= 0) 

(4) a(.-\)()a(.-\) = (), for any.-\ E F,.-\ =1= O. 

Conversely, for any 5-graded Lie algebra or Lie super-algebra L satisfy­
ing these conditions, A = Lr with a triple product given by 

{X, Y, Z} := [[X, ()Y], Z] 
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for any X, Y, Z E A = L1, essentially define a (e, 8)FKTS (see [E-K-O.13]). 
After these preparations, we shall now restrict ourselves to the case of 

Kantor triple system derived from a structurable algebra A *. Then, we can 
construct Lie algebras in the two defferent ways: one as in the present­
section, and the second one from the structurable algebra as in section 3. 
A question will arise for relationship between these two Lie algebras. We 
will show next that we can construct a Lie algebra given in section 3 from 
that of the present section for a A-ternary algebra (A*, x * y, xyz). 

Theorem7.6 

Let (A*, x*y, xyz) be a A-ternary algebra. Regarding (A*, xyz) as a Kantor 
triple system, we contruct a Lie algebra 

L = L(W, W) EB W (7.35) 

as in Eqs(7.28), and (7.29). 
For any non-zero constant o!, (3, kEF, we introduce rational numbers 

"Il/"I3 and "12/"13 for "Ij E F by 

(1) 

(2) 
("(3)2/"11"12 = _k2, 

and introduce Pj(x) and Tj(x, y) (j = 0,1,2) by 

PI (x) = ( ~~ ) , P2 (x) = ( ~::x ) , 
() ( kl'Yl) ( oJ3l(x + x), a21(x - x) ) 

Po x = "12 . -(321(x - x), -O!/3I(x + x) 

and 
Tj(x, y) = 

(7.36) 

(7.37a) 

(7.37b) 

_ "13 ( O!~(dj+1(x, y) + dl-j~,!), 0!2(dj+I(X, y) - dl_j(x, y))) (7.37c) 
"12 /3 (dj+1(x, y) - dl-j(x, y)), O!/3(dj+1(x, y) + d1-j(x, y)) 

for j = 0, 1,2. 
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We then can show that both Pj (x) and Tj (x, y) are elements of L(W, W) EB 
W, and satisfy the Lie algebra relations given in section 3. Moreover, they 
satisfy Eq.{3.12b), i.e. 

To(x,y*z) + T1(z,x*y) +T2(y,z*x) = o. 

Since the proof of this Theorem is lengthy, we will not go into it, (see 
[K-O.13]). Here,we simply mention that we utilized Eqs.(6.14), (6.25) and 
(6.26) for the purpose. 

We also note that the choice of "Yo = "Y1 = "Y2 = 1 requires k 2 = -1 and 
a{3 = -~ by Eq.(7.36). Then the underlying field F must contain the square 
root of-1. 

Let A be the normal triality algebra associated with a A-ternary algebra 
(A*,x * y,xyz) (or a Kantor triple system (A*,xyz) ). Then from results of 
this section (the case of "Yo = "Y1 = "Y2 = 1 ), we have an isomorphism of Lie 
algebras 

L = Po(A) EEl P1(A) EEl P2(A) EEl T(A, A) fV L(W, W) EEl W, (7.38) 

where W = A* EB A*. 
According to [Kam.87], we recall the definition of Killing form "Y(x, y) of 

A* ; 

"Y(x, y) = ~Tr(2R(X, y) + 2R(y, x) - L(x, y) - L(y, x)), 

where L(x, y)z = xyz, R(x, y)z = zxy, for any x, y and z E A*. 
Then from straight forward calculations by using 2a{3 = -1, we obtain 

the following. 

Proposition 7.7 
Under the assumosion as in Eq.{7.38), for the Killing form "Y(x, y), we 

have 
"Y(x, y) = -Tr (adp1(X) adpl(y)), 

"Y(x, y) = -Tr (adP2(X) adP2(y)). 

8. Bel-graded Lie Algebra of Type Bl 

As we noted in the previous sections, any A-ternary algebra admitts two 
constructions of Lie algebras: The one given in section 3 exhibits the triality, 
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but not the 5-graded structure, while the other one based upon the stan­
dard construction for (e, c5)FKTS in section 7 manifests the explicit 5-graded 
nature but not the triality. 

Here in this section, we will show that the second method can be used 
to prove that its associated Lie algebra L is a B01-graded Lie algebra of 
type B1 ([Be-S.D3]), i.e., there exists a sub-Lie algebra 81(2) of L such that L 
regarded as the 81(2) module is a direct sum of trivial, 3-dimensional, and 
5-dimensional modules of 81(2). 

Let (A*, x * y, xyz) be an A-ternary algebra with the unit element e for 
the structurable algebra (A * , x * y) so that it satisfies 

eex = x, 2xee + exe = 3x. (8.1) 

Following [K-O.ID] or [E-K-O,13], let R, M E End A* be defined by 

Rx = xee, Mx = exe (8.2) 

so that Eq.(8.1) gives 
1''11 + 2R = 3id. (8.3) 

We then have, (assuming 2 =f 0, hereafter.) 

Lemma 8.1 

(1) 
L(xye, e) = L(e, yxe) (8Aa) 

(2) 
L(Rx, e) = L(e, Mx) (8Ab) 

(3) 
. L(Mx, e) = L(e, Rx) (8Ac) 

(4) 
(8Ad) 

(5) 
K(x, e)e = (R - l)x (8Ae) 
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(6) 
1 

K(x, y) = "2K(K(x, y)e, e). (S.4!) 

(7) 
(R - 1)(R - 3) = 0 (8.4g) 

Proof 

Setting x = y = e we have 

[L(u, v), L(e, e)] = L(uve, e) - L(e, vue). 

Moreover, eex = x implies 

L(e, e) = id (= 1) 

so that it yields Eq.(8.4a) by changing u -t x and v -t y. Then Eqs.(S.4b) and 
(S.4c) are special cases of Eq.(S.4a) for either x = e or y = e. 

In order to prove Eq.(S.4d),Eq.{6.2) gives 

xe(eee) = (xee)ee - e(exe)e + ee(xee) 

which is rewritten as 
Rx = R2x - M2x+Rx 

i.e.R2 = M2. Moreover, Eq.(6.6) leads to K(x, e)e = xee - eex = (R -1)x i.e. 
Eq.(B.4e). Similarly, we find 

K(K(u, v)e, e) = L(e, e)K(u, v) + K(u, v)L(e, e) = 2K(u, v) 

from Eq.(6.7) to give Eq.(8.4d). Finally, from Eqs.(B.4e) and (B.4d), we calcu­
late 

(R- 1)x = K(x, e)e = 

~K(K(X, e)e, e)e = ~(R -l)K(x, e)e = ~(R - 1)2X, 

so that R -1 = !(R _1)2 or (R -1)(R - 3) = 0 as in Eq.(8.4e). Note that this 
relation is consistent with M2 = R2 in Eq.(8.3). 0 

In view of Eq.(8.4g), (R - 1)(R - 3) = 0, we can decompose A* as in 

(8.5) 
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Vi = {xlRx = x, x E A*} 

Va = {xlRx = 3x, x E A*}. 

(B.6a) 

(B.6b) 

For the details of this decomposition, see also ([K-K03]). Moreover by 
Eq.(6.11a}, we have 

x = (2 - R)x, 

so that we can rewrite Eqs.(B.6) also as 

We next set 

Vi = {xix = x,x E A*}, 

Va = {xlx= -x,X E A*}. 

(B.7) 

(B.Ba) 

h = ( L( e, e), .?) = (1 0) (B. 9a) 
0, -L(e, e) ° -1 

f = ( ~ ) , 9 = ( ~ ) . (B.9b) 

We see then f, 9 E W and h E L(W, W) so that they are elements of the Lie 
algebra L(W, W) $ W. Moreover, they satisfy the 81(2) Lie relations of 

[h, f] = f, [h,g] = -g, [f,g] = h (B. 10) 

since we calculate 

[h, f] = (~ ~1) ( ~ ) = ( ~ ) = f 

[h,g] = (~ ~1) ( ~ ) = ( ~e ) =-g 

and 

[j, g] = [( ~ ) , ( ~ )] 
_ ( L(e, e) - L(e, 0), K(e, 0) ) _ (1 0) h 
- K(O, e), -L(e, e) + L(O, e) - ° -1 =, 

by Eqs.(7.28) and (7.29). 
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We note moreover that we have 

K(x, e) = 0, (8.11) 

since we calculate 

K (x, e) = l (x * e - e * x) = l (x - x). 

Then, Eq.(8.4) implies 
K(A*, A*) = K(Va, e). (8.12) 

We can now construct 5-dimentional modules Ms and 3-dimensional M3 of 
the sl(2) by . 

( 0, 
< K(x,e), 

Ms = span 

~ ) , ( ~ ) , ( ~(x, e), 

( ~ ) , (~: ~(x, e) ) > 

for x E Va satisfying x = -x, and 

M3= 

~L(e,x) ) , 

span < ( ~ ) ,( ~,(x,e), ~L(e,X))' ( ~ ) > 

for x E V1, satisfying x = x. (Note K(x, e) = ° for x E V1.) 

We further note that 

(1) Ifx = x, then Rx = x, Mx = x, and L(x, e) = L(e,x) 

(2) Ifx = -x, then Rx = 3x, Mx = -3x, and L(x, e) = -L(e,x) 

(8.13) 

(8.14) 

by Eqs.(8.4b) and (8.4c), assuming the underlying field F to be of charach­
teristic =f 3 in addition, Especially, we need not consider elements of L of 
form 

( L(e; x), ° ) . 
0, -L(x, e) 

Finally, the trivial modules can be constructed as follows. 
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For any x, y E A*, we set 

1 
u = 2(R - 1)(xye) E Va 

1 
v = -2(R - 3)(xye) E VI. (8.15) 

We then have 

X = ( LC~" e), -L~e, u) ) E M5 (8.16a) 

and 
Y = ( L(7), e), 0 ) M 

0, -L(e, v) E 3· 
(8.16b) 

Then 
e := ( L(x, y), ° ) - !X - y 

0, -L(y, x) 3 (8.17) 

can be verified to be elements of the trivial modules of the 8l(2). Then rewrit-
ing 

( L(x,y), ° ) c 1X Y M M ~". 
0, -L(y,x) =~+3 + E lED 3ED 1v15 

together with K(A*, A*) = K(Va, e), we have 

MI := {( 6 ~, ) I¢(e) = ¢' (e) = 0, ¢, ¢' E L(A*, A*)}, 

and we obtain 
L = L(W, W) ED W = Ml ED M3 ED M5 . 

Therefore, we have found: 

Proposition 8.2 

Let (A*, x*y, xyz) be an A-ternary algebra over the field F of charachter­
istic =I- 2, =I- 3. Then, its associated Lie algebra is a BCl-graded Lie algebra 
of type Bl . 

If we assume for simplicity the field F to be an algebraically closed field 
of charachteristic zero, then we can show conversely that any BCl-graded 
Lie algebra of type Bl can be constructed from some A-ternary algebra. For 
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this purpose, it is convenient to use the terminology familiar in the angular 
momentum algebra in Quantum Mechanics (e.g.[C-D-L.77]) by setting 

(8.18) 

which satisfy 
[Ja, J±] = ±J±, [J+, J_] = 2Ja. (8.19) 

We write the generic irreducible state as 

<P(j, m; a) = Ij, m; a> (8.20) 

for j = 0, 1,2, corresponding to the trivial, 3-dimensional, and 5-dimensional 
modules, while the sub-quantum number m can assume 2j + 1 values of 
j,j - 1"", -(j - 1), -j. Also, a in Eq.(8.20) simply designates other labels. 
For example, we may identify Q = x, satisfying x = -x or x = +x for mod­
ules Ms and Ma in Eqs.(8.13) and (8.14). We note the commutation relations 
of 

[Ja, <P(j, m; a)] = m<P(j, m; a), 

(J±, <P(j, mj a)] = ±J(j 1= m)(j ± m + 1)<P(j, m ± 1j a). (8.21) 

Now, the Bel-graded Lie algebra of type B1 is then 5-graded as in 

L = g-2 ffi g-l ffi go ffi gl ffi g2 (8.22) 

when we set 

gm = {xlJax = mx, (m = 0, ±1, ±2), x E L}. (8.23) 

Moreover, () given by 

() : <P(j, mj a) -+ (-l)j-m <P(j, -m, a) (8.24) 

is an automorphism of L of order 2, letting gm ++ g-m' Especially, we note 

() : h -+ -h, f ++ g. (8.25) 

Then, by Theorem 4.1 of [E-K-O.131, A = gl becomes a Kantor triple system 
with respect to the triple product 

xyz = [[x, (}(y)], z] (8.26) 
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for x, y, Z E 91. Noting I = ~J+ E 91, we calculate then 

I Ix = xl I = Ixl = x, for x = ~(1, 1, ; 0:) E gl 

and 
I I x = x, x I I = - I x I = 3x for x = ~(2, 1; 0:) E gl, 

so that they satisfy the condition of Eq.(6.10) for e = I. Therefore, by Theo­
rem 6.1, gl = A becomes a A-ternary algebra. 

Remark 8.3 

We can relax the condition in Proposition 8.2 and others as in [E-K-0.13], 
although we will not go into its detail. Also, an analogous theorem on Lie 
superalgebra associated with ( -1, -1) Freudenthal-Kantor triple system is 
given there. Similarly, some class of (1, l)FKTS lead to Bel-graded Lie al­
gebra of type C1 as well to a ternary system called a J-ternary algebra (see 
[E-O.11], and [A-B-G.02]). 

In the previous sections and this section, we have studied relationship 
between the structurable algebra and the Kantor triple system. Since other 
(e, 6) FKTS do not appear to have a direct connection to the triality relation, 
we did not discuss other (e,6) FKTS. Here, we simply mention that some 
( -1, -1) FKTS have been used to construct exceptional Lie superalgebra 
D(2, 1; 0:), G(3), and F(4) (see [K-0.03], [E-K-0.03] and [E-K-0.05]). Also, 
some connections exist between (1, 1) and ( -1, 1 )FKTS ([E-K-0.13]). 

For other applications to mathematical physics with respect to triple 
systems and nonassociative algebras, we refer (for example, to see [0.95], 
[Sa.78]). 

9 Triality group 

The triality relations discussed in this note are of a local type. If (Jj E 
Epi(A) for j = 0, 1,2 satisfy 

(Jj(xy) = ((Jj+l X) ((Jj+2Y) , (9.1) 

in contrast to Eq.(1.1), it is called a global triality relation, and 
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is a group (in general a Lie group) instead of a Lie algebra, which may be 
called triality group. Here, the indices over j are defined modulo 3. Its 
general structure is harder to analyze, and has not been studied much. Here, 
we will give a example based upon the synunetric composition algebra (see 
Example 2.2) satisfying 

x(yx) = (xy)x =< xix> y (9.3) 

where < ·1· > is a symmetric bi-linear non-degenerate form in A. For any 
two elements a, b E A satisfying < ala >=< bib >= 1, we set a = al, and 
b = a2 and define aa by aa = al a2. We then find 

(9.4) 

for j = 1, 2, 3, where the indices over j is defined again modulo 3, i.e. aj±a = 

aj. Introducing the multiplication operators L(x) and R(x) again by 

L(x)y = xy, R(x)y = yx 

we set 
o'j(a) = R(aj+1)R(aj+2) 

Bj(a) = L(aj+2)L(aj+1), 

for j = 1,2,3. We can then show the validity of 

(i) 
aj(a)(xy) = (aj+1(a)x)(aj+2(a)y) 

(ii) 
Bj(a)(xy) = (Bj+l(a)x)(Bj+2(a)y) 

(iii) 
aj(a)Bj(a) = Bj(a)aj(a) = 1 

(iv) 
Bj(a)Bj+l(a)Bj+2(a) = aj+2(a)aj+l(a)aj(a) = 1 

(v) 
< aj(a)xly >=< xIBj(a)y > 

(9.5) 

(9.6a) 

(9.6b) 

(9.7a) 

(9.7b) 

(9.7c) 

(9.7d) 

(9.7e) 
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(vi) 

< O'j(a)xIO'j(a)y >=< OJ(a)xIOj(a)y >=< xly > . (9.71) 

Especially, both O'j(a) and OJ(a) satisfy the global triality relation. The 
details will be given elsewhere. 

In final comments of this section, let 

D = (Db D2, D3) E so Lrt(A), i.e., 

Dj(xy) = (Dj+lx)y + x(Dj+2Y)' (j = 1,2,3). (9.8) 

Moreover, suppose that the exponential map is well-defined, i.e., 

ej(t) = exp(tDj), (t is indeterminate variable and t E F) (9.9) 

to be well-defined satisfying the Stone's theorem 

(9.10) 

Then we have 

Theorem 9.1 
If DEs 0 Lrt(A), i.e., Dj satisfies Eq.(9.8), then ej(t) satisfies 

ej(t)(xy) = (ej+l(t)X)(ej+2(t)y) (x,y E A). (9.11) 

Conversely, the validity of Eq.{9.11) with Eq.{9.9) implies that of the local 
triality relation Eq.{9.8), i.e., we have the correspondence; 

Proof. 
Set 

local triality ++ global triality. 

Then, we calcultate 

d . 
dt F(t) = ej( -t){ -Dj [(ej+l (t)x) (ej+2(t)y)] 

(9.12) 

+(Dj+lej+l(t)X)(ej+2(t)y) + (ej+l(t)X)(Dj+2ej+2(t)y»}. (9.13) 
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Thereofre, if Eq.(9.8) holds for any x E A, then we have 

!F(t) = 0 (9.14) 

by replacing ~j+l(t)X --+ x and ~j+2(t)y --+ y. Then, F(t) is independent for 
the value of t, so that 

F(t) = F(O) = xy 

by Eq.(9.12). Noting ~j(t) ~j( -t) =identity, we have the fact that Eq.(9.12) 
gives Eq.(9.11). 

Conversely if Eq.(9.11) holds, then Eq.(9.12) implies F(t) = xy, since 
~j( -t)~j(t) = 1. Then Eqs.(9.13) and (9.14) for t = 0 yields. 

Dj(xy) = (Dj+1x)y + X(Dj+2Y). i.e. Eq.(9.8). 

This completes the proof. 0 

Remark 9.2 

The well definedness of the exponential map is o.k, if A is a finite-dimensional 
algebra over the real or complex field F, since 

is convergent in some suitably chosen topology. 
For the details of triality groups, we will discuss in forcecoming paper. 
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Appendux (N.Kamiya and S.Okubo) 

L(A) = 

Fig.1 Graphical Representation of the Lie Algebra L(A). 

v= 

Fig.3 Graphical Representation of V. 
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1 Introduction and motivation 

Using Pade approximants, equivalents to continued fraction approximants of 
the matrix exponential, Varga [10] studied and analyzed certain discrete ap­
proximations to solutions of self-adjoint parabolic differential equations. The 
matrix continued fraction used by Varga is an example of noncommutative 
continued fractions about which not much is known. Thus, the theory of 
continued fractions whose elements are operators have many applications in 
various areas of mathematics and allow an acceleration of the convergence 
of a number of approximations. In this direction, and generally in a Banach 
space, few convergence results on non-commutative continued fractions are 
known. Two theorems are cited by Wynn [11], where he gives some aspects 
for the theory of continued fractions which the elements do not commute. In 
Banach spaces, generalizations of some results of real cases are published by 
Haydan [2] and Negoescu [8]. In [9], note that we gave a criterion provides a 
necessary condition for the convergence of the noncommutative matrix con­
tinued fraction of the form K(I/An) , that we have generalized to the case 
of K (Bn/ An). We also expressed a sufficient condition for the convergence of 
K(Bn/An). 

In this work, we quote some early results that link the elements, the 
numerators and denominators of convergent continued fractions matrices. 
Then, We recall some fundamental relations of these fractions we will need 
later. Towards the end, we give the continued fractions expansions of certain 
Bessel functions Jo (A) and J1 (A) of a matrix A after proving the convergence 
of these developments. 

2 Definitions and notations 

2.1 Generalities 

Throughout, we denote by Mm the set of m x m real (complex) matrices 

endowed with the classical norm defined by 

IIAxl1 IIAII = sUP#o{ l/xif} = sup{IIAxll, IIxll = 1}. (1) 

This norm satisfies the inequality IIABII :::; IIAIIIIBIi. 
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Let A E M m , A is said to be positive semidefinite (resp. positive definite) 
if A is symmetric and 

'ilx E Rm , < Ax, x > ~ ° (resp. 'ilx E Rm , x =I- 0, < Ax, x» 0) 
where < .,. > denotes the standard scalar product of Rm defined by 

X=(X1, ... , xm) E Rm, y = (Y1, ... , Ym) E Rm :< x, Y >= I:~1 XiYi' 
We observe that positive semidefiniteness induces a partial ordering on 

the space of symmetric matrices: if A and B are two symmetries, we write 
A :5 B if B - A is positive semidefinite. Henceforth, whenever we say that 
A E Mm is positive semidefinite (or positivedefinite), it wille be assumed 
that A is symmetric. It is easy to see that if A :5 B then CAC :5 CBC for 
all symmetric matrix C. 

For any A, B E Mm with B invertible, we write ~ = B-1A. In particular, 
if A = I, where I is the mth order identity matrix, then we write ~ = B-1. 
It is clear that for any invertible matrix C, we have 

(2) 

Definition 2.1 Let (An)n~o, (Bn)n~1 be two nonzero sequences of Mm. The 
continued fraction of (An) and (Bn) denoted by K(Bn/An) is the quantity 

Sometimes, we use briefly the notation 

[ Bk]+oo 
AO;-A . 

k k=1 
(3) 

The fractions!bJ..A and E.n..Q = [Ao; E..k.AB]n are called, respectively, the nth partial 
n n k k=l 

quotient and the nth convergent of the continued fraction K(Bn/An). 
When Bn = I for all n ~ 1, then K(I/An) is called an ordinary continued 
fraction. 

Proposition 2.2 The elements (Pn)n>-l and (Qn)n>-l of the nth convergent 
of K(Bn/An) are given by the relationships -

{ P-1 = I, Po = Ao d { Pn = AnPn- 1 + BnPn- 2 

Q-1 = 0, Qo = I an Qn = AnQn-1 + BnQn-2 ' n ~ 1. 
(4) 
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Proof. We prove it by induction. The proof of the next proposition is ele­
mentary and we left it to the reader. 

Proposition 2.3 For any two matrices C and D with C invertible, we 
have 

[ Bk]n [ BID B2C-l Bk]n 
C Ao, A D = CAoD; A C-l' A ' A . 

k k=l 12k k=3 
(5) 

2.2 Definition of convergent matrix continued fraction 

The continued fractionK(Bn/An) converges in Mm if the sequence (Fn) = 
(~) = (Q;; lPn) converges in Mm in the sense that there exists a matrix 
F E Mm such that limn _+oo IIFn - FII = O. In the other case, we say that 
K(Bn/An) is divergent. It is clear that 

(6) 

From (5), we see that the continued fraction K(Bn/An) converges in Mm 
if and only if the series I:~~ (~Qp. - QPn-l) converge in Mm. 

n n-l 

3 Convergence of continued fraction of the 
form K(Bn/An) 

3.1 Equivalent continued fractions 

Definition 3.4 Let (An), (Bn) (Cn) and (Dn) be four sequences of matri­
ces. We say that the continued fractions K(Bn/An) and K(Dn/Cn) are equiv­
alent if we have Fn = Gn for all n ~ 1 ~, where Fn and Gn are the nth 
convergent of K(Bn/An) and K(Dn/Cn) respectively. 

Now, we will present two lemmas concerning the real continued fractions 
which are importants in the sequel. 
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Lemma 3.5 ([4]) Let (rn) be a non-zero sequence of real numbers. The 
continued fractions 

lao; bi , b2 , b3 , ••• ] 
al a2 a3 

are equivalent. 

(7) 

In the following lemma, from the development of a function given by the 
Taylor series, we give the development in continued fractions of the series 
that was established by Euler. 

Lemma 3.6 ([5]) Let f be a function with the Taylor serie development is 
f(x) = L~~ cnxn in Dc R. Then, the development in continued fraction of 
f(x) is 

+00 
f(x) - 2: Cnxn 

n=O 

[ C1X -C2X -ClC3X -cn- 2Cnx] 
- Co;-, , , ... , , .. 

1 C1 + C2X C2 + C3X Cn-1 + CnX 

_ [Co -ClX -CoC2X -C1C3X -Cn-2CnX ] 
l' Co + C1X' Cl + C2X' C2 + C3X' ... , Cn-1 + CnX' .. · . 

Remark 3.7 Let (An) and (Bn) be two sequences of M m , we notice that we 
can write the first convergents of the continued K (Bn/ An) by: 
P1 = Ao+A1lB1 = Ao+(B11Ad-1, 

F2 - Ao + (AI + A2"l B2) -1 Bl 

- Ao + (BllAl + (B2"lA2Bl 1)-1)-1. 

I I 
F2 = Ao+ -A* A*' 1+ 2 

Generally, we prove by a recurrence that if we put for all k ~ 1, 

(8) 

A;k = (B2k ... B2)-1 A2k B2k- l ... B l and A;k+1 = (B2k+1 ... B l)-1 A2k+l B2k ... B2, 
(9) 
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then the continued fractions Ao+ K (Bnl An,) and Ao+ K (I 1 A~) are equivalent. 

11 follows that the convergence of one of these continued fractions implies the 
convergence of the other continued fraction. 

3.2 Convergence criteria of K{Bn/An) 

Theorem 3.8 ([9]) Let (An)n~o be a sequence of Mm. If the continued frac­
tion K(IIAn) converges in M m, then the series E~=o IIAnII diverges. 

From theorem 3.7, we deduce the following corollary. 

Corollary 3.9 If the series E~=o IIAnli converges absolutely in M m , then 
the ordinary continued fraction K (II An) diverges in Mm. 

We recall here a criteria that gives a sufficient condition for the conver­
gence of continued fraction in Mm. 

Theorem 3.10 ([9]) Let (An), (Bn) be two sequences of Mm· If 

II(B2k- 2 ... B2)-1 AV:-l B2k- 1 ... B 11I ~ a and II(B2k- 1 ... B1)-1 A2"l B2k ... B2 )1I ~ f3 
(10) 

for all k ~ 1, where 0 < a < 1, 0 < f3 < 1 and af3 ~ 1/4, then the continued 
fraction K(BnIAn) converges in Mm. 

4 Main results 

4.1 Some reminders about Bessel functions 

Bessel functions occupy a very important place in the problems solutions with 
cylindrical symmetry. We can say that they are important in the hierarchy of 
functions which are necessaries to tabulate. Bessel functions come immedi­
ately after the trigonometric functions, logarithm and exponential function 
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but it is customary to fit them in the class of so-called special functions. 
There are many books deal with remarkable properties of these functions. 
Our goal is to show how to write the development of continued fraction of 
Bessel functions Jo (x) and J1 (x) and to study the convergence of these func­
tions. 
The following differential equation 

is called Bessel differential equation of order v where v is a real number. The 
solution of this equation can be written by 

where Jv and Yv are Bessel functions of order v of the first and second kinds 
respectively which are given by: 

k (x)2k (x)V 00 (-1) "2 
Jv(x)= 2' [;k!f(v+k+1)' largxl<?T, vEC 

where f is gamma function and 

y. ( ) _ Jv (x) cos (?Tv) - J-v (x) 
v x - , 

sin (?Tv) 
largxl <?T, V E C\ Z. 

Let n E N, we define the Bessel function I n of index n. The power series of 
I n is 

(X) n +00 ( -1) k (X) 2k 

In (x) = 2' [; k! (n + k)! 2' . 

4.2 Continued fractions expansions of Jo (A) and J1 (A) 

4.2.1 Convergence of Jo (A) 

Let us consider x E R, the power series of Jo (x) can be written by 
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We search the development of continued fraction of Jo (x) which is in the 
form K (bn/an ). 

Lemma 4.11 The continued fraction expansion of Jo (x) is given by 

[ ~ x2 (-It .xn - 1 ]+00 
Jo (x) = 1; T' 42 _ x2' 4n-2((n - 2)!)2 (4n2 - x2) n=3' 

Proof. We use Lemma 3.6 for the function: 
(i)2k k k 

Jo (x) = Ek:o (_l)k W = Ek:o (~!1kf)' xk,by putting C - (-1)" n 
n-~x. 

For n ~ 3, we get that : 

- (n!)2 ((n - 2)!)2 42n- 2 

Furthermore, we have 

As a result, 

(-It-1 xn - 1 (-It .xn+1 

- ((n - 1)!)2 4n - 1 + (n!)24n 

(-It-1 xn- 1 [4 (n!)2 - ((n - 1)!)2 .x2] 

((n - 1)!n!)2 4n 

(-It-1 (4n2 - x 2) n-l 
...:......-'---~~-...:..x 

4n (n!)2 

(-It-2x2n- 2 4n(n!)2 
- (n! (n - 2)!)242n- 2' (-It-1 (4n2 - x2) .xn- 1 ' 

(-It-1 xn - 1 

- 4n- 2 ((n - 2)!)2 (4n2 - X2)' 



In particular, we have 

0 0 = 1, 
-x 

0 1 =-, 
4 

- 101 -

02X x2 
0 1 + 02X - x2 - 42 . 

Therefore, the development of continued fraction of Jo (x) is 

Now, we treat the matrix case of Jo (x). 

Theorem 4.12 Let A be a matrix of M m , such that IIAII = a: where a: E R 
and a: < !. The continued fraction 

converges in Mm. Furthermore, the previous continued fraction is the con­
tinued fraction of Jo (A) so 

Before proving this theorem we need to present the following proposition: 

Proposition 4.13 ([7]) Let 0 E Mm such that 11011 < 1, then the matrix 
I - 0 is invertible and we have 

Proof of theorem 4.12 We study the convergence of the continued fraction 
Ao + K (Bk/Ak) with 

I, Al = I, A2 = 421 - A2, 
-A/4, B2 = A2 
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and { 
B (_l)k Ak-l 

A: - 4k- 2 ((k - 2)!)2 (4k21 - A2) 
for k ~ 3. 

Check that the conditions of theorem 3.10 are satisfied. We have 

B B - ±A(2k-3)+(2k-5)+ ... +3+2 2k-2 .. · 2 - , 

A-I 1 (4(2k 1)2 I A2)-1 and 
2k-l = 42k-3 ((2k _ 3)!)2 - -

B B B -! A (2k-2)+(2k-4)+· .. 2+1 
2k-l 2k-3'" 1 - 4 . 

Then, 

_ I (A (2k-3)+(2k-5)+ ... +3+2) -1 1 x 
42k- 3 ((2k - 3)!)2 

(4 (2k - 1)2 I _ A2)-1~.A(2k-2)+(2k-4)+"'2+11l. 

< 1 IIA -[(2k-3)+(2k-5)+ ... +3+2] x 
42k- 2 ((2k - 3)!)2 
(4 (2k - 1)2 1- A2)-1 A(2k-2)+ ... +2+11l. 

Now, the matrices (4 (2k - 1)2 I - A2)-1 and A(2k-2)+(2k-4)+ ... +2+1 commute, 
so the above inequality becomes 

111 
--- X 
42k- 1 ((2k - 3)!)2 (2k - 1)2 

(
I A2 )-1 A2k-2 ... A2A 

- 4 (2k - 1)2 A2k-3 .... A3A2 

According to proposition (4.13) and the fact that IIAII < 1, we obtain 

It implies that for k large enough, we get 

II(B2k- 2 ... B2)-1 A2LIB2k-l ... Blll < IIAII = a < ~. 
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To prove the second inequality of theorem (3.10), we have 

(A(2k-2)+ ... 2+1)-1 )-1 
(B2k_1 ... B1)-1 A2~ B2k ... B2 = ±4 2 (16k2 1- A2 X 

42k-2 ((2k - 2)!) 

A (2k-1)+ .... +3+2 

(A (2k-2)+ ... 2+1) -1 ( A 2) -1 
- ± 1-(-) X 

42k- 1 ((2k - 2)!)2 k2 16k 

A (2k-1)+ .... +3+2 

Again using the fact that the matrices (16k2 I - A2)-1, A(2k-1)+ ... +3+2 com­
mute, the proposition (4.13) and passing to the norm, we get 

II(B2k- 1 ... B1)-1 A2~ B2k ... B211 ::; 42k-1. ((2k1_ 2)!)2 .k211AII < a < ~ 
which completes the proof. 

4.2.2 Convergence of J1 (A) 

Let x be a real number, the power series expansion of J1 (x) is 

_ 00 k ( ~ ) 2k+1 
J1 (x) - {; (-1) k! (k + 1)!' 

In the next lemma, we give its continued fraction expansion. 

Lemma 4.14 The continued fraction expansion of J1 (x) is given by 

x 21 x2 (-It xn +1 
[ 

3 1 +00 

Jt{x) = 2"; -1-' (23 . 3! - x2)' 22n- 3 (n - 2)! (n - 1)! (4n (n + 1) - x2) n=3' 

Proof. We have 

( ) 2k+1 
00 k ~ 00 (_1)kxk+1 k 

J1 (x) = {; (-1) k! (k + 1)! = {; 22k+1k!(k + l)!x , 
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k' C (I)n 1 xn+l C > 1 fi d ta mg n = - 22n+l'n!(n+l)! lor n _ ,we n 

x2n+1 

On-20nX = 4 ( () ) for all n ~ 3, 2 n-2 n - 2)! n - 1 In! (n + 1 ! 

Furthermore, we obtain 

(-It-1 ,xn 4n (n + 1) - x2 
On-1 + Onx = 22n-1 (n _ I)!n!' 22n (n + 1) , 

As a result, 

F1 F1 ( I)n-1 n+l Un-2UnX - ,x 
On-1 + Onx = 22n- 3 (n - 2)! (n - I)! (4n (n + 1) - x2)' 

In particular case, we have 

x 
0 0 = -, 

2 
-02X x2 

0 1 + 02X - (22,3! - x2)' 

Hence, the continued fraction expansion of J1 (x) is 

X * x2 ( -1 t xn+! [ 3 ] +00 
J1 (x) = 2"; T' (22,3! - x2)' 22n- 3 (n - 2)! (n - I)! (4n (n + 1) - x2) n=3' 

Then, we treat the matrix case, 

Theorem 4.15 Let A be a matrix of Mm such that IIAII = a where a E R 
and a < ~. The continued fraction 

[ 

2 ] +00 A,-: A2 . (-It ,An+! 
2' -1-' (22 • 3!1 - A2)' 22n- 3 (n - 2)! (n - I)! (4n (n + 1) 1 - A2) n=3 

converge in M m , Furthermore., the previous continued fraction is the con­
tinued fraction expansion of J1 (A), Hence, 

A =A- A2 (-It An+! 
[ 

3 ]+00 
J1 (A) = 2; T' (22 ,3!1 - A2)' 22n- 3 (n - 2)! (n - I)! (4n (n + 1) 1 - A2) n=3' 
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Proof. We study the convergence of the continued fraction Ao+K (Bk/ Ak) 
with: 

{ Ao = I, Al = I, A2 = 24 (22.3!1 - A2) , 
Bl = -A2/4, B2 = A2, 

and for k ~ 3, 

{ Bk = (_1)k-l Ak+l, 
Ak = 22k- 3 (k - 2)! (k - 1)! (4k (k + 1)) 1- A2) 

By the same manipulation as in Jo(A), we show that the condition of 
Theorem 3.10 are satisfied. 

B B - ±A(2k-l)+(2k-3)+ ...... +5+2 2k-2·.... 2 - , 

1 (A2 )-1 
A2"LI = 22k-4 (2k - 3)1 (2k - 2)12k (8k - 4) 1- 2k (8k - 4) , 

then 

= II A -«2k-1)+ ...... +5+2) 
II ((B2k_2 ... B2)-1) A2"L1B2k-l ... Bll/ 22k-4 (2k _ 3)! (2k _ 2)!2k (8k _ 4) x 

1- _A2k+(2k-2)+ ...... +4+2 ( A2 )-1 1 
2k (8k - 4) 4 

It follows that 

1 
< 22k- 3 (2k - 3)1 (2k - 2)12k (8k _ 4) x 

( 
A2) -1 A2k A2k-2 .... A4A2 

1- 2k (8k - 4) A2k-lA2k-3 ...... A5A2· 

Since IIAII < 1, we get 

II A~::~~:::~::~~1~211 $IIAk-111 $ IIAllk-1 $ IIAII· 
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On the other side, when k is large, we have 

1 
22k- 4 (2k - 3)! (2k - 2)!2k (8k _ 4) < 1. 

By proposition 3.14, we finally obtain 

( A2 )-1 
1- 2k (8k - 4) 

Which implies that 

II ((B2k_2".B2)-1) A;"L1B2k-1".B111 ~ IAI = Q < ~. 
The proof of the second inequality of Theorem 3.10 is similar to the first 

one. 
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1. Introduction 

Numerous integral transforms, namely, Fourier, Laplace, etc. are used to 
solve the differential and integral equations. Elzaki transform is introduced, 
see Elzaki [4]. Elzaki, et al. [5, 6, 7] describe the Elzaki transform as rivals 
of the Sumudu transform in solving problems related to telegraph equation, 
and integral and differential equations. More of its properties are proved in 
[5, 6, 7, 8, 9] 

Elzaki transform is extended to distribution spaces and Boehmian spaces 
[1, 2] , and the same is proved for distribution spaces and to obtain solution 
of Abel integral equation [15]. Fractional Natural transform using Mittag -
Leffler function, is obtained and its properties are discussed in [14]. In this 
paper, we introduce the Elzaki transform of fractional order using Mittag -
Leffler function and study its properties. 

In what follows, are the definition of the Elzaki transform and its proper­
ties. Consider a set A of function f (t) of exponential order, which is defined 
by 

A = {f(t) : 3M, kl' k2 > 0, If(t)1 < Meltl/kjj t E (-l)j x [0, oo)}, 

where M is a constant of finite number and kl and k2 may be finite or infinite. 

Elzaki transform is given by 

lE[J(t)] = T(v) = v 100 
e-(fi) f(t)dt (1) 

The duality relation between the Elzaki transform and the Laplace 
transform is suggested by 

T(v) = vL(l/v) L(8) = sT(1/8) (2) 

where L denotes the Laplace transform and T is the Elzaki transform. 

The properties of Elzaki transform may be enumerated as 

1. The Elzaki transform of derivative of f(t) and nth order derivative of 
f(t) are, respectively, defined by 

lE[J'(t)] = T'(v) = T(v) - vf(O) 
v 

(3) 

and 
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E[f(n)(t)] = T(n) (v) = T(v) _ ~v2-n+k fk)(O) 
vn L.J 

k=O 

2. When f(t) = tn ,the Elzaki transform reduces to 

E[tn] = n!vn+2 

= r(n + 1)vn+2 . 

(4) 

(5) 
(6) 

3. If F(v) and G(v) are Elzaki transforms of the functions f{t) and g(t), 
then the convolution is given by 

1 
E[(f * g)(t)] = - F(v)G(v) . 

v 
(7) 

Theorem 1 [Inversion formula of Elzaki transform] [21] : Let E( v) be 
the Elzaki transform of f (t) such that 

(i) sE{1/s) is a meromorphic function, with singulartities having Re{s) < 
0, and 

(ii) there exists a circular region r with radius R , positive constants M 
and K, with 

IsE{1/s)1 < MjRK (8) 

and 

1 l O+ ioo 
f(t) = -2 . estsE(1/s)ds 

'7r?' a-ioo 

Le. 

. f(t) = I: Res [eBtsE(1js)] (9) 

Further, using (2), Equation (11) can also be written as 

(10) 

The Mittag - Leffler function [17] is a function, which is a direct general­
ization of the exponential function, and has an affinity for fractional calculus. 

One parameter representation of the Mittag - Leffler function is given by 
[16] 
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00 k 

Ec.(z) = ~ (a: + 1) , a> 0 (11) 

Whereas two parameter Mittag - Leffler function [3] is represented as 

00 k 

Ec.,(3(z) = £; (akZ + fJ) , a, fJ, Z E C, Re(a, fJ) > 0 (12) 

with C being the set of complex numbers. 

Special cases of the Mittag - Leffler function are 
(i) Ec.(z) = l:Z ' Izi < 1 
(ii) E1(z) = eZ 

(iii) E2(Z) = cosh ( ";z), Z E C 
00 00 

(iv) E1,1(Z) = 2: r(k:l) = 2: ~ = eZ 

k=O k=O 
00 zlc 1 00 zk e%-l 

(v) E1,2(Z) = 2: r(k+2) = Z 2: r(k+1) = -z-· 
k=O k=O 

Following relations related to the Mittag - Leffler function may be useful. 
(i) tz:Em(zm) = Em(zm) 
(ii) Ec.,(3(z) = zEc.,c.+(3(z) + r((3) 
(iii).!i.E (z) = E""p_l(Z)-«(3-1)E""p(z) dz c.,(3 c.z 

Different techniques are employed to solve fractional differential equations 
[2, 16, 17, 18, 19,20]. Using the Mittag - Leffler function and its properties, 
different types of integral transforms and some functions are defined and 
studied by the researchers [12, 13, 14, 15, 16, 17, 18]. 

In the following section, we give a brief introduction to fractional 
derivative that is employed, which is followed by the Elzaki transform of 
fractional order via the Mittag - Leffler function, and prove derivation of the 

. properties, In Section 3, we obtain the inversion formula. 

2. Preliminaries on Fractional Derivatives 

2.1 Fractional derivative via fractional difference 

Definition 1 : Let there be a continuous function f: R ~ R, t ~ f (t) 
(but not necessarily differentiable). Let h > 0 be a constant discretization 
span. The forward operator FW (h) is given by 

FW(h)f(t) = f(t + h). (13) 
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With regard to (13), the fractional difference of order a, 0 < a < 1 
, of the function /(t) is given by 

1:;.'/(1) = (FW _I)' = t,(-1)'(~)flt+ (a - k)h], 

and the fractional derivative of order a is defined by the limit 

(14) 

2.2 Modified Riemann - Liouville fractional derivative 

To overcome with some drawback with the Riemann - Liouville fractional 
derivative, the modified version is devised [10, 11]. 

Definition 2 : Let /: R -+ R, t -+ /(t) is a continuous function. 
(i) When /(t) is constant K, its fractional derivative of order a , is 

given by 

DfK 
1 1 

= K r(l _ a) . ta ' a ;::: 0 

= 0 a> 0 

(ii) For /(t) being not a constant, we have 

/(t) = /(0) + (f(t) - /(0)) 

and its fractional derivative is defined by 

/(a)(t) = Df /(0) + Df(f(t) - /(0)) , (15) 

which when a < 0 , is given by 

. t 

Df(f(t) - /(0)) = r( ~a) J (t - ~ta-l /(~)d~, a < 0 (16) 
o 

whereas for a > 0, we have 

Df(f(t) - /(0)) = Df(f(t)) = Dt(f(a-l) (t)) (17) 

and 

(18) 
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2.3 Taylor series of fractional order 

Definition 3 : The continuous function f : R -- R, t -- f (t) has a 
fractional derivative of order ko: . For any positive integer k and for any 0:, 

o < 0: ::; 1, we have 

00 hak 
f(t + h) = L -( -) f(ak)(t) ,0 < 0: ::; 1, 

k=O o:k! 

where r(l + o:k) = (o:k)!. 

2.4 Integration with respect to (dty' 

(19) 

The integral with respect to is defined as the solution of the fractional 
differential equation 

dy = f(t)(dty~ , t ~ 0, y(O) = 0 (20) 

Lemma 1 [10, 11J : Let f(t)be a continuous function. Then the solution 
y(t), y(O) = 0 , is given by 

y = it f(e)(del~ 
= 0: it (t - e)(a-l) f(e)de, 0 < 0: < 1 . (21) 

3. Elzaki Transform of Fractional Order and the Mittag -
Leffler Function 

In this section Elzaki transform of fractional order is defined by using 
the Mittag - Leffler function, which is the generalization of the exponential 
function. Properties and convolution theorem are proved using the Elzaki 
transform of fractional order. 

By virtue of terminologies used in the preceding sections and recalling 
those described for Fourier and the Lapalce transforms, respectively, through 
the Mittag - Leffler function [10, 11], following definition results. 

Definition 4 : Let f(t) be a function that vanishes for negative values 
of t . Then the Elzaki transform of order 0:, for finite f(t), is defined by 
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lEa[J(t)] = Ta(v) = v 100 Ea ( _~) a J(t)(dt)a (22) 

= 100 v2 f(vt)Ea (-tt (dt)a (23) 

= lim 1M v2J(vt)Ea (-tt (dt)a (24) 
Mjoo 0 

where Ea is the Mittag - Leffler function, given by (11). 

Theorem 1 (Elzaki Laplace Duality of Fractional order) : If the 
Laplace transform of fractional order of a function J(t) is La{J(t)} = Fa(s) 
and the Elzaki transform lEa[J(t)] = Ta(v) is of order 0:, then 

(25) 

Proof: Invoking the definition of Elzaki transform of fractional order 
(22), we write 

lEa [J(t)] = Ta(v) = 100 v J(t)Ea ( ( _~) a) (dtt 

= 1i~ 0: 1M (A1 - t)a-lvJ(t)Ea ( ( -~) a) dt . (26) 

By using the change of variable wv - t , we get the right hand side 

= lim 0: 1M (M - vw)a-lv2 J(vw)Ea (-wt dw 
Mjoo 0 

By using the change of variable vw - t', futher we get 

= lim 0: 1M (M - t')a-lv2 J(t')Ea (_~) a dt' 
Mjoo 0 V V 

= V 100 J(t')Ea (-f) adt, , using Laplace transform 

Hence, 

(27) 
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proves the theorem. 

Theorem 2 (Change of Scale Property) : Let f(at) be a function in 
the set A , where a is non - zero constant. Then 

(28) 

Conditions are as mentioned above. 
Proof: Using (22), we have 

By using the change of variable at - t', we get 

= lim a (M - - )Ct-l v f(t')ECt -- -1M a t' ( t') Ct dt' 
Mioo 0 a av a 

1Ma (Ma - t')c<-l ( t')Ct 
= v f(t')ECt -- dt' 

o aCt av 
i.e. 

(30) 

Theorem is proved. 

Theorem 3 : Let f (t - b) is a function ·of fractional Elzaki transform. 
Then 

lECt[j(t - b)] = ECt ( ( _~) Ct) TCt(v) . (31) 

Proof: By (22) of Definition 4, we have. 

lffiCt[j(t - b)] = 100 v f(t _ b)Eex ( ( _;) Ct) (dt)Ct 

1M ( t)Ct = lim a (JvI - t)Ct-lv f(t - b)Eex -- dt 
Mioo 0 v 

(32) 

Considering t - b = x, we have the right hand side 

l M - b ( (b+X))Ct = lim a (M - b - X)Ct-l v f(x)ECt - dx 
Mioo 0 v 
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rM - b . X 0< (b) a = Jo (M - b - xt-1v f(x)Eo (-;) Eo -; dx 

i.e. 

lEo[j(t - b)] = Eo ( -~) a To (v) (33) 

which is due to Eo(>'(x + y)O) = Eo(>.xO)Eo(>'YO). 

Theorem 4 : If f(t) is Eo(aOtO)f(t), then the Elzaki transform is given 
by 

lEo[Eo(aOtO)f(t)] = ( 1 ) Ct To< ( v ) 
1- av 1- av 

Proof: Using (22) again of Definition 4, we have 

i.e. 

= }jf~/~ 1M (1V! - t)o-I V f(t)Eo ( - C -vavt ) ) 0 dt 

Setting (l-av)t = w, we have the right hand side, reduced to 

(34) 

1M -av ( w) 0-1 (w) (W) 0 dw = lim a M - v f Eo --
Mjoo 0 1 - av 1 - av v (1 - av) 

rM- av ( 1)0. ( w) W)Ct = Jo 1 - av (M(l - av) - W))o-I V f 1 _ av Eo ( --; dw , 

i.e. 

(35) 

Hence, the theorem is proved. 
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Theorem 5 : Let the convolution of two functions f(t) and g(t) of order 
a is given by 

00 

(f(t) * g(t))a = J f(t - {)g(e)(d{)a. (36) 

o 
Then the convolution of Elzaki transform of order a is 

lIDa[(f(t) * g(t))al = ~Ma(v)Na(v) . 
v 

(37) 

Proof: The convolution of Laplace transform of order a is given by 

La[(f(t) * g(t))aJ = La{f(t)}La{g(t)} (38) 

Now using Elzaki - Laplace duality (Theorem 1, (25)), we have 

i.e. 

(39) 

The theorem is proved. 

Theorem 6 : The inversion formula of the Elzaki transform of fractional 
order a that is given by (22), is 

(40) 

According to the fractional Elzaki - Laplace duality (Theorem 1), the inver­
sion formula can easily be proved. 
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