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Abstract 

In this paper we recall some results of matrix functions with real 
coefficients. The aim of this paper is to provide some properties and 
results of continued fractions with matrix arguments. Then we give 
continued fractions expansions of Bessel functions Jo (A) and J1 (A) 
where A is matrix. 
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1 Introduction and motivation 

Using Pade approximants, equivalents to continued fraction approximants of 
the matrix exponential, Varga [10] studied and analyzed certain discrete ap­
proximations to solutions of self-adjoint parabolic differential equations. The 
matrix continued fraction used by Varga is an example of noncommutative 
continued fractions about which not much is known. Thus, the theory of 
continued fractions whose elements are operators have many applications in 
various areas of mathematics and allow an acceleration of the convergence 
of a number of approximations. In this direction, and generally in a Banach 
space, few convergence results on non-commutative continued fractions are 
known. Two theorems are cited by Wynn [11], where he gives some aspects 
for the theory of continued fractions which the elements do not commute. In 
Banach spaces, generalizations of some results of real cases are published by 
Haydan [2] and Negoescu [8]. In [9], note that we gave a criterion provides a 
necessary condition for the convergence of the noncommutative matrix con­
tinued fraction of the form K(I/An) , that we have generalized to the case 
of K (Bn/ An). We also expressed a sufficient condition for the convergence of 
K(Bn/An). 

In this work, we quote some early results that link the elements, the 
numerators and denominators of convergent continued fractions matrices. 
Then, We recall some fundamental relations of these fractions we will need 
later. Towards the end, we give the continued fractions expansions of certain 
Bessel functions Jo (A) and J1 (A) of a matrix A after proving the convergence 
of these developments. 

2 Definitions and notations 

2.1 Generalities 

Throughout, we denote by Mm the set of m x m real (complex) matrices 

endowed with the classical norm defined by 

IIAxl1 IIAII = sUP#o{ l/xif} = sup{IIAxll, IIxll = 1}. (1) 

This norm satisfies the inequality IIABII :::; IIAIIIIBIi. 
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Let A E M m , A is said to be positive semidefinite (resp. positive definite) 
if A is symmetric and 

'ilx E Rm , < Ax, x > ~ ° (resp. 'ilx E Rm , x =I- 0, < Ax, x» 0) 
where < .,. > denotes the standard scalar product of Rm defined by 

X=(X1, ... , xm) E Rm, y = (Y1, ... , Ym) E Rm :< x, Y >= I:~1 XiYi' 
We observe that positive semidefiniteness induces a partial ordering on 

the space of symmetric matrices: if A and B are two symmetries, we write 
A :5 B if B - A is positive semidefinite. Henceforth, whenever we say that 
A E Mm is positive semidefinite (or positivedefinite), it wille be assumed 
that A is symmetric. It is easy to see that if A :5 B then CAC :5 CBC for 
all symmetric matrix C. 

For any A, B E Mm with B invertible, we write ~ = B-1A. In particular, 
if A = I, where I is the mth order identity matrix, then we write ~ = B-1. 
It is clear that for any invertible matrix C, we have 

(2) 

Definition 2.1 Let (An)n~o, (Bn)n~1 be two nonzero sequences of Mm. The 
continued fraction of (An) and (Bn) denoted by K(Bn/An) is the quantity 

Sometimes, we use briefly the notation 

[ Bk]+oo 
AO;-A . 

k k=1 
(3) 

The fractions!bJ..A and E.n..Q = [Ao; E..k.AB]n are called, respectively, the nth partial 
n n k k=l 

quotient and the nth convergent of the continued fraction K(Bn/An). 
When Bn = I for all n ~ 1, then K(I/An) is called an ordinary continued 
fraction. 

Proposition 2.2 The elements (Pn)n>-l and (Qn)n>-l of the nth convergent 
of K(Bn/An) are given by the relationships -

{ P-1 = I, Po = Ao d { Pn = AnPn- 1 + BnPn- 2 

Q-1 = 0, Qo = I an Qn = AnQn-1 + BnQn-2 ' n ~ 1. 
(4) 
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Proof. We prove it by induction. The proof of the next proposition is ele­
mentary and we left it to the reader. 

Proposition 2.3 For any two matrices C and D with C invertible, we 
have 

[ Bk]n [ BID B2C-l Bk]n 
C Ao, A D = CAoD; A C-l' A ' A . 

k k=l 12k k=3 
(5) 

2.2 Definition of convergent matrix continued fraction 

The continued fractionK(Bn/An) converges in Mm if the sequence (Fn) = 
(~) = (Q;; lPn) converges in Mm in the sense that there exists a matrix 
F E Mm such that limn _+oo IIFn - FII = O. In the other case, we say that 
K(Bn/An) is divergent. It is clear that 

(6) 

From (5), we see that the continued fraction K(Bn/An) converges in Mm 
if and only if the series I:~~ (~Qp. - QPn-l) converge in Mm. 

n n-l 

3 Convergence of continued fraction of the 
form K(Bn/An) 

3.1 Equivalent continued fractions 

Definition 3.4 Let (An), (Bn) (Cn) and (Dn) be four sequences of matri­
ces. We say that the continued fractions K(Bn/An) and K(Dn/Cn) are equiv­
alent if we have Fn = Gn for all n ~ 1 ~, where Fn and Gn are the nth 
convergent of K(Bn/An) and K(Dn/Cn) respectively. 

Now, we will present two lemmas concerning the real continued fractions 
which are importants in the sequel. 
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Lemma 3.5 ([4]) Let (rn) be a non-zero sequence of real numbers. The 
continued fractions 

lao; bi , b2 , b3 , ••• ] 
al a2 a3 

are equivalent. 

(7) 

In the following lemma, from the development of a function given by the 
Taylor series, we give the development in continued fractions of the series 
that was established by Euler. 

Lemma 3.6 ([5]) Let f be a function with the Taylor serie development is 
f(x) = L~~ cnxn in Dc R. Then, the development in continued fraction of 
f(x) is 

+00 
f(x) - 2: Cnxn 

n=O 

[ C1X -C2X -ClC3X -cn- 2Cnx] 
- Co;-, , , ... , , .. 

1 C1 + C2X C2 + C3X Cn-1 + CnX 

_ [Co -ClX -CoC2X -C1C3X -Cn-2CnX ] 
l' Co + C1X' Cl + C2X' C2 + C3X' ... , Cn-1 + CnX' .. · . 

Remark 3.7 Let (An) and (Bn) be two sequences of M m , we notice that we 
can write the first convergents of the continued K (Bn/ An) by: 
P1 = Ao+A1lB1 = Ao+(B11Ad-1, 

F2 - Ao + (AI + A2"l B2) -1 Bl 

- Ao + (BllAl + (B2"lA2Bl 1)-1)-1. 

I I 
F2 = Ao+ -A* A*' 1+ 2 

Generally, we prove by a recurrence that if we put for all k ~ 1, 

(8) 

A;k = (B2k ... B2)-1 A2k B2k- l ... B l and A;k+1 = (B2k+1 ... B l)-1 A2k+l B2k ... B2, 
(9) 
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then the continued fractions Ao+ K (Bnl An,) and Ao+ K (I 1 A~) are equivalent. 

11 follows that the convergence of one of these continued fractions implies the 
convergence of the other continued fraction. 

3.2 Convergence criteria of K{Bn/An) 

Theorem 3.8 ([9]) Let (An)n~o be a sequence of Mm. If the continued frac­
tion K(IIAn) converges in M m, then the series E~=o IIAnII diverges. 

From theorem 3.7, we deduce the following corollary. 

Corollary 3.9 If the series E~=o IIAnli converges absolutely in M m , then 
the ordinary continued fraction K (II An) diverges in Mm. 

We recall here a criteria that gives a sufficient condition for the conver­
gence of continued fraction in Mm. 

Theorem 3.10 ([9]) Let (An), (Bn) be two sequences of Mm· If 

II(B2k- 2 ... B2)-1 AV:-l B2k- 1 ... B 11I ~ a and II(B2k- 1 ... B1)-1 A2"l B2k ... B2 )1I ~ f3 
(10) 

for all k ~ 1, where 0 < a < 1, 0 < f3 < 1 and af3 ~ 1/4, then the continued 
fraction K(BnIAn) converges in Mm. 

4 Main results 

4.1 Some reminders about Bessel functions 

Bessel functions occupy a very important place in the problems solutions with 
cylindrical symmetry. We can say that they are important in the hierarchy of 
functions which are necessaries to tabulate. Bessel functions come immedi­
ately after the trigonometric functions, logarithm and exponential function 
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but it is customary to fit them in the class of so-called special functions. 
There are many books deal with remarkable properties of these functions. 
Our goal is to show how to write the development of continued fraction of 
Bessel functions Jo (x) and J1 (x) and to study the convergence of these func­
tions. 
The following differential equation 

is called Bessel differential equation of order v where v is a real number. The 
solution of this equation can be written by 

where Jv and Yv are Bessel functions of order v of the first and second kinds 
respectively which are given by: 

k (x)2k (x)V 00 (-1) "2 
Jv(x)= 2' [;k!f(v+k+1)' largxl<?T, vEC 

where f is gamma function and 

y. ( ) _ Jv (x) cos (?Tv) - J-v (x) 
v x - , 

sin (?Tv) 
largxl <?T, V E C\ Z. 

Let n E N, we define the Bessel function I n of index n. The power series of 
I n is 

(X) n +00 ( -1) k (X) 2k 

In (x) = 2' [; k! (n + k)! 2' . 

4.2 Continued fractions expansions of Jo (A) and J1 (A) 

4.2.1 Convergence of Jo (A) 

Let us consider x E R, the power series of Jo (x) can be written by 
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We search the development of continued fraction of Jo (x) which is in the 
form K (bn/an ). 

Lemma 4.11 The continued fraction expansion of Jo (x) is given by 

[ ~ x2 (-It .xn - 1 ]+00 
Jo (x) = 1; T' 42 _ x2' 4n-2((n - 2)!)2 (4n2 - x2) n=3' 

Proof. We use Lemma 3.6 for the function: 
(i)2k k k 

Jo (x) = Ek:o (_l)k W = Ek:o (~!1kf)' xk,by putting C - (-1)" n 
n-~x. 

For n ~ 3, we get that : 

- (n!)2 ((n - 2)!)2 42n- 2 

Furthermore, we have 

As a result, 

(-It-1 xn - 1 (-It .xn+1 

- ((n - 1)!)2 4n - 1 + (n!)24n 

(-It-1 xn- 1 [4 (n!)2 - ((n - 1)!)2 .x2] 

((n - 1)!n!)2 4n 

(-It-1 (4n2 - x 2) n-l 
...:......-'---~~-...:..x 

4n (n!)2 

(-It-2x2n- 2 4n(n!)2 
- (n! (n - 2)!)242n- 2' (-It-1 (4n2 - x2) .xn- 1 ' 

(-It-1 xn - 1 

- 4n- 2 ((n - 2)!)2 (4n2 - X2)' 



In particular, we have 

0 0 = 1, 
-x 

0 1 =-, 
4 
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02X x2 
0 1 + 02X - x2 - 42 . 

Therefore, the development of continued fraction of Jo (x) is 

Now, we treat the matrix case of Jo (x). 

Theorem 4.12 Let A be a matrix of M m , such that IIAII = a: where a: E R 
and a: < !. The continued fraction 

converges in Mm. Furthermore, the previous continued fraction is the con­
tinued fraction of Jo (A) so 

Before proving this theorem we need to present the following proposition: 

Proposition 4.13 ([7]) Let 0 E Mm such that 11011 < 1, then the matrix 
I - 0 is invertible and we have 

Proof of theorem 4.12 We study the convergence of the continued fraction 
Ao + K (Bk/Ak) with 

I, Al = I, A2 = 421 - A2, 
-A/4, B2 = A2 
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and { 
B (_l)k Ak-l 

A: - 4k- 2 ((k - 2)!)2 (4k21 - A2) 
for k ~ 3. 

Check that the conditions of theorem 3.10 are satisfied. We have 

B B - ±A(2k-3)+(2k-5)+ ... +3+2 2k-2 .. · 2 - , 

A-I 1 (4(2k 1)2 I A2)-1 and 
2k-l = 42k-3 ((2k _ 3)!)2 - -

B B B -! A (2k-2)+(2k-4)+· .. 2+1 
2k-l 2k-3'" 1 - 4 . 

Then, 

_ I (A (2k-3)+(2k-5)+ ... +3+2) -1 1 x 
42k- 3 ((2k - 3)!)2 

(4 (2k - 1)2 I _ A2)-1~.A(2k-2)+(2k-4)+"'2+11l. 

< 1 IIA -[(2k-3)+(2k-5)+ ... +3+2] x 
42k- 2 ((2k - 3)!)2 
(4 (2k - 1)2 1- A2)-1 A(2k-2)+ ... +2+11l. 

Now, the matrices (4 (2k - 1)2 I - A2)-1 and A(2k-2)+(2k-4)+ ... +2+1 commute, 
so the above inequality becomes 

111 
--- X 
42k- 1 ((2k - 3)!)2 (2k - 1)2 

(
I A2 )-1 A2k-2 ... A2A 

- 4 (2k - 1)2 A2k-3 .... A3A2 

According to proposition (4.13) and the fact that IIAII < 1, we obtain 

It implies that for k large enough, we get 

II(B2k- 2 ... B2)-1 A2LIB2k-l ... Blll < IIAII = a < ~. 
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To prove the second inequality of theorem (3.10), we have 

(A(2k-2)+ ... 2+1)-1 )-1 
(B2k_1 ... B1)-1 A2~ B2k ... B2 = ±4 2 (16k2 1- A2 X 

42k-2 ((2k - 2)!) 

A (2k-1)+ .... +3+2 

(A (2k-2)+ ... 2+1) -1 ( A 2) -1 
- ± 1-(-) X 

42k- 1 ((2k - 2)!)2 k2 16k 

A (2k-1)+ .... +3+2 

Again using the fact that the matrices (16k2 I - A2)-1, A(2k-1)+ ... +3+2 com­
mute, the proposition (4.13) and passing to the norm, we get 

II(B2k- 1 ... B1)-1 A2~ B2k ... B211 ::; 42k-1. ((2k1_ 2)!)2 .k211AII < a < ~ 
which completes the proof. 

4.2.2 Convergence of J1 (A) 

Let x be a real number, the power series expansion of J1 (x) is 

_ 00 k ( ~ ) 2k+1 
J1 (x) - {; (-1) k! (k + 1)!' 

In the next lemma, we give its continued fraction expansion. 

Lemma 4.14 The continued fraction expansion of J1 (x) is given by 

x 21 x2 (-It xn +1 
[ 

3 1 +00 

Jt{x) = 2"; -1-' (23 . 3! - x2)' 22n- 3 (n - 2)! (n - 1)! (4n (n + 1) - x2) n=3' 

Proof. We have 

( ) 2k+1 
00 k ~ 00 (_1)kxk+1 k 

J1 (x) = {; (-1) k! (k + 1)! = {; 22k+1k!(k + l)!x , 
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k' C (I)n 1 xn+l C > 1 fi d ta mg n = - 22n+l'n!(n+l)! lor n _ ,we n 

x2n+1 

On-20nX = 4 ( () ) for all n ~ 3, 2 n-2 n - 2)! n - 1 In! (n + 1 ! 

Furthermore, we obtain 

(-It-1 ,xn 4n (n + 1) - x2 
On-1 + Onx = 22n-1 (n _ I)!n!' 22n (n + 1) , 

As a result, 

F1 F1 ( I)n-1 n+l Un-2UnX - ,x 
On-1 + Onx = 22n- 3 (n - 2)! (n - I)! (4n (n + 1) - x2)' 

In particular case, we have 

x 
0 0 = -, 

2 
-02X x2 

0 1 + 02X - (22,3! - x2)' 

Hence, the continued fraction expansion of J1 (x) is 

X * x2 ( -1 t xn+! [ 3 ] +00 
J1 (x) = 2"; T' (22,3! - x2)' 22n- 3 (n - 2)! (n - I)! (4n (n + 1) - x2) n=3' 

Then, we treat the matrix case, 

Theorem 4.15 Let A be a matrix of Mm such that IIAII = a where a E R 
and a < ~. The continued fraction 

[ 

2 ] +00 A,-: A2 . (-It ,An+! 
2' -1-' (22 • 3!1 - A2)' 22n- 3 (n - 2)! (n - I)! (4n (n + 1) 1 - A2) n=3 

converge in M m , Furthermore., the previous continued fraction is the con­
tinued fraction expansion of J1 (A), Hence, 

A =A- A2 (-It An+! 
[ 

3 ]+00 
J1 (A) = 2; T' (22 ,3!1 - A2)' 22n- 3 (n - 2)! (n - I)! (4n (n + 1) 1 - A2) n=3' 
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Proof. We study the convergence of the continued fraction Ao+K (Bk/ Ak) 
with: 

{ Ao = I, Al = I, A2 = 24 (22.3!1 - A2) , 
Bl = -A2/4, B2 = A2, 

and for k ~ 3, 

{ Bk = (_1)k-l Ak+l, 
Ak = 22k- 3 (k - 2)! (k - 1)! (4k (k + 1)) 1- A2) 

By the same manipulation as in Jo(A), we show that the condition of 
Theorem 3.10 are satisfied. 

B B - ±A(2k-l)+(2k-3)+ ...... +5+2 2k-2·.... 2 - , 

1 (A2 )-1 
A2"LI = 22k-4 (2k - 3)1 (2k - 2)12k (8k - 4) 1- 2k (8k - 4) , 

then 

= II A -«2k-1)+ ...... +5+2) 
II ((B2k_2 ... B2)-1) A2"L1B2k-l ... Bll/ 22k-4 (2k _ 3)! (2k _ 2)!2k (8k _ 4) x 

1- _A2k+(2k-2)+ ...... +4+2 ( A2 )-1 1 
2k (8k - 4) 4 

It follows that 

1 
< 22k- 3 (2k - 3)1 (2k - 2)12k (8k _ 4) x 

( 
A2) -1 A2k A2k-2 .... A4A2 

1- 2k (8k - 4) A2k-lA2k-3 ...... A5A2· 

Since IIAII < 1, we get 

II A~::~~:::~::~~1~211 $IIAk-111 $ IIAllk-1 $ IIAII· 
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On the other side, when k is large, we have 

1 
22k- 4 (2k - 3)! (2k - 2)!2k (8k _ 4) < 1. 

By proposition 3.14, we finally obtain 

( A2 )-1 
1- 2k (8k - 4) 

Which implies that 

II ((B2k_2".B2)-1) A;"L1B2k-1".B111 ~ IAI = Q < ~. 
The proof of the second inequality of Theorem 3.10 is similar to the first 

one. 
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