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Abstract 

Let k be a field, A and B two algebras over k with B a QF ring. 
Let C be an A-coring that is flat as a left A-module. Let Y be a 
(B, C)-Quasi-finite object of the category B Me of (B, C)-bicomod ules. 
Assume that the co endomorphism coring V of Y is projective as a 
left B-module. We give necessary and sufficient conditions for an 
object of the category M1J of right V-comodules to be injective in 
M1J. If the algebra B is a division ring, then V is projective as a left 
E-module and our result can be applied. 

Keywords: Coring, coalgebra, comodule over a coring, comodule over a 
coalgebra, co endomorphism coring, quasi-finite comodule, injectivity, coflat­
ness. 
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1 Introduction 

Comodules over a coring were introduced in [1] such that entwined mod­
ules (hence Doi-Hopf modules) are special cases of comodules over a certain 
coring. After 2000 the study of comodules over a coring generated an ex­
plosion of interest soon after the monographs [3] and [5] were published. 

Let k be a field, A a k-algebra and C an A-coring. The left A-linear 
maps C -+ A have a ring structure. This allows one to define a dual ring *C. 
Let A be a right C-comodule. In [8] when C is projective as a left A-module, 
we have given necessary and sufficient conditions for an object of M C to be 
projective (resp. flat) as a module over the endomorphism ring EndC(A) 
of A if A is finitely generated (resp. finitely presented) as a left *C-module. 
Let C be flat as a left A-module, B a k-algebra which is a QF ring, Y a 
(B,C)-quasi-finite object of the category BMc of (B,C)-bicomodules and 
V = ec(Y) the co endomorphism coring of Y. Assume that V is projective 
as a left B-module. In the present paper, we give necessary and sufficient 
conditions for a right V-comodule to be injective in M'D. If the algebra 
B is a division ring (for example, B = k), then V is projective as a left 
B-module and our result can be applied. If H is a Hopf algebra, C is a 
right H-comodule coalgebra and C I><l H is the smash coproduct, then C 
is C I><l H-quasi-finite. Hence we get necessary and sufficient conditions for 
injectivity over the co endomorphism coring eCIXlH(C) of C. 

2 Preliminary results 

Let k be a field and A a k-algebra. An A-coring C is an (A, A)-bimodule 
together with two (A, A)-bimodule maps tlc : C -+ C ®A C and EC : C -+ A 
such that the usual coassociativity and counit properties hold. For more 
details on corings, we refer to [1], [2], [3] and [5]. Let C be an A-coring. A 
right C-comodule is a right A-module M together with a right A-linear map 
PM,C : M -+ M @A C; m I--t mo ®A ml such that 
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A morphism of right C-comodules f : M -t N is a right A-linear map such 
that 

PN,C 0 f = (f ®A idM) 0 PM,C' 
We denote the set of comodule morphisms between M and N by 
HomC(M,N). 

We know that PM,C is an injection of right C-comodules: the C-coaction 
on M ®A C is given by idM ®A D.c. Therefore, every right C-comodule M is 
a right C-subcomodule of M ®A C. 

Let us denote by M C the category formed by right C-comodules and 
comodule morphisms and by M the category of k-vector spaces. By ([3], 
18.8), the category M C has direct sums. 

Let M be a right C-comodule with structure map PM,C and N a left 
C-comodule PC,N' Then the cotensor product MOcN is the k-vector space 
defined by 

MOcN = {m ®k n EM ®k N : PM,c(m) ®k n = m ®k pc,N(n)}. 

Let f : M -t M' be a morphism of right C-comodules and 9 : N -t 
N' be a morphism of left C-comodules. The cotensor product of f and 
9 denoted fOg is the k-linear map defined from MOcN -t M'OcN' by 
(fOg)(mOn) = f(m)Og(n) for all m EM and n E N. 

Let B be a k-algebra and V a B-coring. A (V, C)-bicomodule M is 
a (B,A)-bimodule which is a right C-comodule, a left V-comodule with 
coact ions PM: M ®A C and />V,M : M -t V ®B M such that the diagram 

M PM,C) M®AC 

~,M 1 1 Pv,M®I, 

V®BM ) V®BM®AC 
IV®PM,C 

is commutative, that is, PM,C is a left V-comodule morphism, or equivalently, 
PV,M is a right C-comodule morphism. We denote by v M C the category of 
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(V, C)-bicomodules. When V = B is the trivial coring, then 1) M C is just 
the category BMc of (B,C)-bicomodules that are (B,A)-bimodules such 
that the coaction map is a (B, A)-bimodule map. Morphisms of BMc are 
left B-linear and right C-colinear maps ([3], 39.2). An object Q of M C is 
injective in MC if, for any monomorphism M ~ N in M C, the canonical 
map Hom(N,Q) ~ Hom(M,Q) is surjective. 

An object M of M C is termed an A-relative injective comodule or a 
(C, A)-injective comodule provided that, for every right C-comodule map 
i : N ~ L that is a coretraction in MA, every diagram 

M 

N ~ L 
i 

in M C can be completed commutatively by some 9 : L ~ M in MC. 
An object Y in BMc is a (B,C)-injector if the tensor functor 

- ®B Y: MB ~ M C 

respects injective objects. Let Y be an object of BMc and W an object of 
M B. Then W ®B Y is an object of M C. 

An object Y in BMc is (B,C)-quasi-finite if the tensor functor 

-®B Y: MB ~ M C 

has a left adjoint. This left adjoint is a covariant functor called the Cohom 
functor and is denoted 

hc(Y, -): M C ~ MB. 

Explicitly, this means that, for all M E M C and W E MB, there exists a 
functorial isomorphism 

<PM,W: HomB(hc(Y,M), W) ~ HomC(M, W ®B Y). 
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Let Y E D M C be (B, C)-quasi-finite and M E M C. By ([3], 23.5), there 
is a unique left 'D-comodule structure on hc (Y, M) and we get a functor 

In the remainder of the paper we assume that C is fiat as a left 
A-module. 

By ([3], 18.14), M C is a Grothendieck category. Therefore it has enough 
injectives. Moreover, a right C-comodule Q is injective if and only if the 
functor HomC(-,Q) : M C -+ M is exact (see [3], page 187). A right C­
comodule Q is cofiat if and only if the functor: QDc( -) : C M -+ M is 
exact ([3], 21.6). 

By the proof of ([3], 23.6), the functor F = hc(Y, -) is a left adjoint to 
the functor 

G = -DDY: MD --t M C. 

Then for M E M C and W E M D , there exists a functorial isomorphism 

The unit of the adjunction is given by 

UN : N --t hc(Y, N)DDY for N E M C 

while the counit is 

CM: hc(Y,MDDY) --t M for ME MD. 

The adjointness property means that we have 

G(CM )OUG(M) = idG(M), cp(N)oF(UN) = idp(N); ME M D , N E M C (*). 

Let Y be a (B,C)-quasi-finite object of BMc Set ec(Y) = hc(Y, Y). By 
([3], 23.8), ec(Y) is a B-coring. Furthermore, Y is an (ec(Y) , C)-bicomodule 
by 

'r/y : Y -+ ec(Y) ®B Y, 

and there is a ring anti-isomorphism (the dual of the algebra EndC(y)) 

~y,B : ec(Y)* = HomB(eC(Y), B)--tEndC(y). 
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By ([3], 38.21), the functor hc(Y, -) commutes with direct sums and is right 
exact since it has a right adjoint. 

A quasi-Frobenius ring (QF ring) is a left artinian ring with identity for 
which the left A-module AA is injective ([3], 43.6). Recall that QF rings 
A are Artinian and injective and cogenerators in the category AM of left 
A-modules and in the category MA of right A-modules. 

3 The main results 

Let k be a field, A and B two k-algebras, C an A-coring which is fiat 
as a left A-module, V a B-coring which is fiat as a left B-module, and 
Y is a (V,C)-bicomodule which is (B,C)-quasi-finite. By ([3], 23.7), the 
functor hc (Y, -) is left exact if and only if Y is a (B, C) injector as a right 
C-comodule. So if Y is a (B,C)-injector, the functor hc(Y, -) is exact. By 
([3], 23.4), if Y is (B,C)-quasi-finite object of BMc, then Y is fiat a left 
B-module. By ([3], 18.18(2)), C is (C, A)-injective, if C is considered as a 
right C-comodule via ~c. If A is a QF ring, then by ([3], 21.9), a right 
comodule is injective if and only if it is cofiat. 

Assume that B is a QF ring and V is projective as a left B-module. So 
V is injective as a left B-module ([3], 43.6). Let M be a right V-comodule. 
By ( [3], 19.17 (2)), M is a right V-subcomodule ofV(I) for some index set I. 
From ( [3]' 18.18 and 18.19), if a right V-comodule M is (V, B)-injective, 
then it is injective in M'D. Since V is (V, B)-injective, V is injective in 
M'D. Since V is a projective left B-module, it is a locally projective left B­
module. So by ([3], 19.2), V satisfies the left a-condition. For the definition 
of the left a-condition, we refer to ( [3], 19.2). Since B is a noetherian ring, 
from ([3]'19.16), we deduce that M'D is locally noetherian and direct sums 
of injectives in M'D are injective. It follows that V(I) is injective in M'D for 
every index set I. 

We deduce from all this that if the k-algebra B is a QF ring, and if 
V is projective as a left B-module, then a right V-comodule is injective in 
M'D if and only if it is a direct summand of V(I) for some index set I: it 
is a generalization of the well known fact that if D is a coalgebra over a 
field, then a right D-comodule is injective in MD if and only if it is a direct 
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summand of D(I) for some index set I. A D-comodule of the form D(I) is 
called a free D-comodule. Division rings are clearly QF rings, and over a 
division ring, every module is left and right projective. 

Definition 3.1 Let Y be a (B, C)-quasi-jinite object of BMc . Set 1) = 
ec (Y). We say that Y is a (B, C) -semi-injector if for any object N in M V, 
the functor hc(Y, -) : M C --+ M sends an exact sequence of the form 

to an exact sequence. 

Lemma 3.2 Let Y be a (B,C)-quasi-jinite object of BMc. Set 1) = ec(Y). 
Assume that 1) is fiat as a left B -module. If Y is a (B, C) injector in BMc, 
then Y is a (B,C)-semi-injector. 

Proof. Consider in M C an exact sequence of the form 

Thus the sequence 

o --+ (NOvY)Ochc(Y, C) --+ (E10VY)OChc(Y, C) --+ (E20VY)OChc(Y, C) 

because the functor -Ochc(Y, C) is left exact. Since Y is a (B, C) injector 
in BMc and 1) is fiat as a left B-module, by ([3], 23.7 (1)), the functor 
hc(Y, -) is exact, and there is an isomorphism 

hc(Y, M) ~ MOchc(Y,C), for any ME M C. 

From the above exact sequence, we get the exact sequence 

o 
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Lemma 3.3 Let B be a k-algebra which is a QF ring. Let Y be a (B, C)­
quasi-finite object of BMc and let V = ec(Y). Assume that V is projective 
as a left B-module. For every index set I, 

(1) the natural map K- : V(l) = hc(Y, y)(I) -7 hc(Y, y(I)) is an isomor-
phism; 

(2) Uy(I) is an isomorphism; 
(3) Cv(I) is an isomorphism; 
(4) ifY is (B, C)-semi-injector in BMc, then c is a natural isomorphism; 

in other words, the coinduction functor G = (- )DvY is fully faithful. 

Proof. (1) is easy. 
(2) It is straightforward to check that the canonical isomorphism y(I) ~ 

V(I)DvY is nothing else than (K-Dvidy) 0 Uy(I). It follows from (1) that 
K-Dvidy is an isomorphism. So Uy(I) is an isomorphism. 

(3) Putting N = y(I) in (*) and using (1), we find 

Chc(y,y(I») 0 hc(Y,uY(I)) = idhc(y,y(I»),i.e., 

Cv(I) 0 hc (Y, Uy(I») = idv(I). 

From (2), hc(Y,uY(I)) is an isomorphism, hence Cv(I) is an isomorphism. 
(4) Take an injective resolution 0 -7 N-7 El -7 E2 of a right V­

comodule N. Since c is natural, we have a commutative diagram 

o --+ N --+ --+ 

The top row is exact. Since the functor -DvY is left exact, we get the 
sequence of right C-comodules 
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The bottom row is exact, since Y is a (B,C)-semi-injector object and FG = 
hc(Y, -OvY). By the assumptions, El is a direct summand of '0(1) in M C 

for some index set f. By (3), Cv(I) is an isomorphism. We deduce that CEl 

is an isomorphism. In the same way, CE2 is an isomorphism. It follows from 
the five lemma that CN is an isomorphism. 0 

We can now give equivalent conditions for the injectivity of E E MV. 

Theorem 3.4 Let B be a k-algebra which is a QF ring. Let Y be a (B,C)­
quasi-finite object of BMc. Set V = ec(Y). Assume that V is projective as 
a left B-module. For E E M V, we consider the following statements. 

(1) EOv Y is injective in M C and CE is surjective; 
(2) E is injective as a right V-comodule; 
(3) EOvY is a direct summand in M C of some y(1), and CE is bijective; 
(4) there exists Q E M C such that Q is a direct summand of some y{l), 

and E ~ hc(Y, Q) in MV; . 
(5) EOvY is a direct summand in M C of some y(I) . 
Then (1) => (2) {:> (3) {:> (4) => (5). 
ffY is a (B, C)-semi-injector in BMc, then (5) => (3); ifY is a (B, C)­

injector in BMc, then (2) => (1). 

Proof (1) => (2). Take a monomorphism f : E -+ '0(1) in MV. Then 

G(f) = fOvidy : EOvY -+ 'O(1)OvY ~ y(1) 

is also injective, and split in MC since EOvY is injective. Consider the 
commutative diagram 

o ---t E 
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The bottom row is split exact, since any functor, in particular, hc (Y, - ) 
preserves split exact sequences. By Lemma 3.3(3), 00(I) is an isomorphism. 
A diagram chasing tells us that CE is injective. By assumption, CE is sur­
jective, so CE is bijective. We deduce that the top row is isomorphic to the 
bottom row, and therefore splits. Thus E E M V is injective since 1)(I) is 
an injective object in MV. 

(2) => (3). If E is injective as a right 1)-comodule, we know that we can 
find an index set I and E' E M V such that 1)(I) ~ E $ E'. Then obviously 

Since C is a natural transformation, we have a commutative diagram 

1)(1) "" E$E' --=---t 

00(I) r r cEEJ)cE' 

hc(Y, y(l») -----7 hc (Y, EDv Y) $ hc (Y, E'Dv Y) 
~ 

From the fact that 00(1) is an isomorphism, it follows that CE (and CEI) are 
isomorphisms. 

(3) => (4). Take Q = EDvY. 
(4) => (2). Let f : Q -+ y(I) be a split monomorphism in M C. Then 

hc(Y, f) : hc(Y, Q) ~ E -+ hc(Y, y(I)) ~ 1)(I) 

is also split injective, hence E is injective as a right 1)-comodule since 1)(I) 

is an injective in MV. 
(4) => (5). If (4) is true, we know from the proof of (4) => (2) that E is 

a direct summand of some 1)(I). So EDv Y is direct summand of y(I), and 
we get (5). 

Under the assumption that Y is a (B,C)-semi-injector in BMc, (5) => 
(3) follows from Lemma 2.3(4). 
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Let us prove (2) =} (1) under the assumption that Y is a (B,C)-injector 
in M C• By the adjointness isomorphism, we have 

Since Y is a (B, C)-injector in BMc, the functor hc(Y, -) is exact. By (2), 
E is an injective object of MV, so the functor HomV(-,E) is exact. We 
deduce that the functor HomC(-,EOvY) is exact. Therefore, EOvY is an 
injective object of MC. Since (2) implies (3), CE is bijective. 0 

Note that if B is a division ring, then V is projective as a left B-module, 
and Theorem 3.4 can be applied. If B = A is a QF ring, in particular, a 
division ring, then Theorem 3.4 can be applied in the category AMc. 

We have the following interesting corollaries: 

Corollary 3.5 Let A be a k-algebra and C an A-coring. Let Y be a (k,C)­
quasi-finite object of M C • Set V = ec(Y). For E E M V, we consider the 
following statements. 

(1) EOvY is injective in M C and CE is surjective; 
(2) E is injective as a right V-comodule; 
(3) EOvY is a direct summand in M C of some y(I), and CE is bijective; 
(4) there exists Q E M C such that Q is a direct summand of some y(I), 

and E ~ hc(Y,Q) in MV; 
(5) EOvY is a direct summand in M C of some y(I). 

Then (1) =} (2) {:} (3) {:} (4) =} (5). 
If Y is a (k, C)-semi-injector in M C, then (5) =} (3); if Y is a (k, C)­

injector in MC, then (2) =} (1). 

In ([3]), A (k, C)-quasi-finite object in MG is called a quasi-finite object, 
and a (k, C)-injector in MG is called a C-injector. We will call a (k, C)­
semi-injector in MG a C-serni-injector. 

Corollary 3.6 Let C a coalgebra over k. Let Y be a quasi-finite object of 
MG. Set D = ec(Y). For X E M D , we consider the following statements. 

(1) XODY is injective in MG and CE is surjective; 
(2) X is injective as a right D-comodule; 



- 132-

(3) XDDY is a direct summand in M C of some y(I), and CE is bijective; 
(4) there exists Q E M C such that Q is a direct summand of some y(I), 

and X ~ hc(Y, Q) in MD; 
(5) XDDY is a direct summand in M C of some y(I). 

Then (1) :::} (2) <=> (3) <=> (4) :::} (5). 
ffY is a C-semi-injector in M C, then (5) :::} (3); ifY is an injector in 

MC, then (2) :::} (1). 

Let H be a Hopf algebra over k and C a coalgebra over k. We say 
that C is a right H-comodule coalgebra if C is a right H-comodule via 
Pc : C ~ C ® H, pc(c) = c(O) ® C(l), and 6.c and EC are H-colinear. The 
last two conditions mean that 

6.(C(O») ® C(l») = CI(O) ® o.J(O) ® CI(I)C2(1) and EC(C(O»)C(I) = Ec(c)lH. 

If C is a right H-comodule coalgebra, we have the smash coproduct coal­
gebra C !Xl H which as a vector space is C ® H, has counit EC !Xl EH and 
comultiplication as follows: 

6.(C!Xl h) = (CI !Xl C2(I)h2) ® (C2(O) !Xl hI). 

Denote by MCIXlH the category of right C!Xl H-comodules: the morphisms 
of MCIXlH are the C-colinear and H-colinear maps. 

According to [4], a vector space M is a right (C, H)-comodule if it is 
• a right C-comodule via m H m{O} ® mil}, 
• a right H -comodule via m H m[O] ® m[l] , 
• for all m E M we have 

m[O]{O} ® m[O]{I} ® m[l] = m{O}[O] ® m{1}(O) ® m{O}[I]m{I}(I) (*). 

Denote by M(C,H) the category of right (C, H) comodules: the mor­
phisms of M(C,H) are the C-colinear and H-colinear maps. By ([4] Propo­
sition 1.3), we have M(C,H) ~ M CIXlH . We refer to [9] for the definition of 
a left (C, H)-comodule. 

Corollary 3.7 Let H be a Hopf algebra over k and C a a right H­
comodule coalgebra over k. Let Y be a quasi-finite object of M CIXlH . Set 
D = eOIXlH(Y). For X E M D, we consider the following statements. 
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(1) XDDY is injective in M CtxlH and CE is surjective; 
(2) X is injective as a right D-comodule; 
(3) XDDY is a direct summand in MCtxlH of some y(I), and CE is 

bijective; 
(4) there exists Q E M CtxlH such that Q is a direct summand of some 

y(I), and X ~ hc(Y, Q) in MD; 
(5) XDDY is a direct summand in M CtxlH of some y(l). 

Then (1) =? (2) {::> (3) {::> (4) =? (5). 
If Y is a C t><I H -semi-injector in M CtxlH , then (5) =? (3); if Y is a 

C t><I H- injector in M CtxlH , then (2) =? (1). 

Let H be a finite dimensional Hopf algebra, C a right H-comodule coal­
gebra, C t><I H the smash coproduct. We know that C is a left H*-module 
coalgebra. We denote by H*+ the kernel of the counit of H* and we set 
(H*+)C = H*+ -->. C, where "-->." denotes the left H*-action on C. Then 
(H*+)C is a coideal of C and Cj(H*+)C is a coalgebra with a trivial left 
H-module structure. Let C = Cj(H*+)C be the quotient coalgebra. Then 
C is a (C, C t><I H)-bicomodule, and as a right C t><I H-comodule, it is quasi­
finite. So the cohom functor hctxlH(C, -) exists. To every object M in 
M CtxlH we can associate a right C-comodule Mj(H*+ -->. M), and we get a 
functor (-) from M CtxlH to M C . This functor is a left adjoint to the functor 
-DcC : Me -t M CtxlH . By the uniqueness of adjointness, hctxlH(C, -) is 
equivalent to (-) (see [9] page 5) for the case of a left C t><I H-comodule). 
For further informations on smash coproducts, we refer to [6] et [7]. 

Corollary 3.8 Let H be a finite dimensional Hopf algebra over k and C a 
right H-comodule coalgebra over k. Set D = eCtxlH(C) = hctxlH(C, C). For 
X E M D, we consider the following statements. 

(1) XDDC is injective in M CtxlH and CE is surjective; 
(2) X is injective as a right D-comodule; 
(3) XDDY is a direct summand in M CtxlH of some C(l), and CE is 

bijective; 
(4) there exists Q E MCtxlH such that Q is a direct summand of some 

C(l), and X ~ hctxlH(C,Q) in MD; 
(5) XDDC is a direct summand in M CtxlH of some C(l). 
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Then (1) ::::> (2) <* (3) <* (4) ::::> (5). 
If C is a semi-injector in MCt><IH, then (5) ::::> (3); if C is an injector in 

MCt><IH, then (2) ::::> (1). 
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1 Standard operator algebra and maps 

Let X be a Banach space of dimension> 1 and ~(X) the algebra of all linear 
bounded operators on X. A sub algebra !l of ~(X) is called standard operator 
algebra if it contain all finite rank operators in ~(X). 

Let Qt.' be a ring and </J : !l -+ !l' a map. We say that the map </J is additive 
if </J(a + b) = </J(a) + </J(b) for all a, bE !l. 

Lu in [1] studied the additivity of maps defined on standard operator 
algebras preserving sums of double products of type ab + ba for all a, b E Qt.. 
He proved the following theorem. 

Theorem 1.1. Let X be a Banach space with dim X > 1, Qt. c ~ (X) a 
standard operator algebra and!l' a ring. Suppose </J : Qt. -+ !l' is a bijective 
map satisfying 

</J(ab + ba) = </J(a)</J(b) + </J(b)</J(a) 

for all a, b E!l. Then </J is additive. 

In this paper we investigate the additivity of maps defined on standard 
operator algebras preserving sums of triple products of type abc + acb + bac + 
cab + bca + cba, a, b, c E !l. 

2 The main result 

Our main result is the following theorem. 

Theorem 2.1. Let X be a Banach space with dimX > 1, Qt. c ~(X) a 
standard operator algebra and !l' a ring. Suppose </J : Qt. -+ Qt.' is a bijective 
map satisfying 

</J( abc + acb + bac + cab + bca + cba) 

= </J( a )</J(b )</J( c) + </J( a )</J( c )</J(b) + </J(b )</J( a )</J( c) + </J( c )</J( a ) </J(b) 

+ </J(b)</J(c)</J(a) + </J(c)</J(b)</J(a) 

for all a, b, c E Qt.. Then </J is additive. 

Based on the techniques used by Lu [1] and Martindale [1], let us fix 
a nontrivial idempotent operator el E !l and let e2 = 1 - el, where 1 is 
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the identity operator on X. Then Q{ has a Peirce decomposition Q{ = Q{u EB 
Q{12 EB Q{21 EB Q{22, where Q{ij = eiQ{ej (i,j = 1,2), satisfying the following 
multiplicative relations: (i) Q{ijQ{jl ~ ~l (i,j,l = 1,2) and (ii) Q{ijQ{kl = 0 if 
j =I k (i,j,k,l = 1,2). 

We shall organize the proof of Theorem ?? in a series of lemmas. We 
begin with the following lemma. 

Lemma 2.1. Let 8 = 811 + 812 + 821 + 822 E Q{. Then: 

(i) If tij 8jk = 0 for every tij E Q{ij (1 :::; i, j, k :::; 2), then 8jk = O. Dually, 
if 8kitij = 0 for every tij E Q{ij (1 :::; i, j, k :::; 2), then 8ki = 0; 

(ii) If 8iiaiibii + 8iibiiaii + aiisiibii + biisiiaii + aiibiisii + biiaiisii = 0 for all 
aii, bii E ~i (1 :::; i :::; 2), then Sii = 0; 

(iii) If aijsjjbjj + aijbjjsjj = 0 for every aij E Q{ij (1 :::; i =I j :::; j) and 
bjj E Q{jj, then Sjj = O. Dually, if aiiSiibij + Siiaiibij = 0 for every 
aii E Q{ii and bij E Q{ij (1 :::; i =I j :::; j), then Sii = o. 

Proof. (i) The proof of this case can be found in [?, Lemma 2(ii)]. 
(ii) If Siiaiibii +Siibiiaii +aiisiibii + biiSiiaii + aiibiisii +biiaiisii = 0 for all aii, bii E 
Q{ii (1 :::; i :::; 2), then Sii (eiaei) (eibei) + 8ii (eibei) (eiaei) + (eiaei)sii (eibei) + 
(eibei)sii(eiaei) + (eiaei)(eibei)sii + (eibei)(eiaei)sii = 0 for all a, b E Q{. 

Since Q{ is dense in ~(X) under the strong operator topology, let us con­
sider a net {baJQ:EA C ~(X) such that SOT - lima ba = 1. The limit in 
Sii( eibaei)( eibaei) +Sii( eibaei) (eibaei) +( eibaei)Sii( eibaei) +( eibaei)Sii( eibaei) + 
(eibaei) (eibaei)Sii + (eibaei)(eibaei)Sii = O. This leads to Sjj = O. 
(iii) This case is proved similarly to the case (ii). 0 

Lemma 2.2. ¢(O) = O. 

Proof. From surjectivity of ¢ there is an element a E Q{ such that ¢( a) = O. 
This implies that 

¢(O) - ¢(aOO + aOO + OaO + OaO + OOa + OOa) 
- ¢(a)¢(O)¢(O) + ¢(a)¢(O)¢(O) + ¢(O)¢(a)¢(O) 

+¢(O)¢(a)¢(O) + ¢(O)¢(O)¢(a) + ¢(O)¢(O)¢(a) 
- o. 

o 
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Lemma 2.3. Let a, b, C E Ql such that ¢(c) = ¢(a) + ¢(b). Then 

¢(cst + cts + sct + tcs + stc + tsc) 
= ¢(ast + ats + sat + tas + sta + tsa) 

+ ¢(bst + bts + sbt + tbs + stb + tsb) 

for all s, t E Ql. 

Proof. For arbitrary elements s, t E Ql we have 

¢(cst + cts + set + tcs + stc + tsc) 
- ¢(c)¢(s)¢(t) + ¢(c)¢(t)¢(s) + ¢(s)¢(c)¢(t) + ¢(t)¢(c)¢(s) 

+¢(s)¢(t)¢(c) + ¢(t)¢(s)¢(c) 
- (¢(a) + ¢(b))¢(s)¢(t) + (¢(a) + ¢(b))¢(t)¢(s) 

+¢(s) (¢(a) + ¢(b))¢(t) + ¢(t) (¢(a) + ¢(b))¢(s) 
+¢(s)¢(t) (¢(a) + ¢(b)) + ¢(t)¢(s) (¢(a) + ¢(b)) 

- ¢(a)¢(s)¢(t) + ¢(a)¢(t)¢(s) + ¢(s)¢(a)¢(t) + ¢(t)¢(a)¢(s) 
+¢(s)¢(t)¢(a) + ¢(t)¢(s)¢(a) + ¢(b)¢(s)¢(t) + ¢(b)¢(t)¢(s) 
+¢(s)¢(b)¢(t) + ¢(t)¢(b)¢(s) + ¢(s)¢(t)¢(b) + ¢(t)¢(s)¢(b) 

- ¢(ast + ats + sat + tas + sta + tsa) 
+¢(bst + bts + sbt + tbs + stb + tsb). 

o 
Lemma 2.4. ¢(aii + bij ) = ¢(aii) + ¢(bij ) for all au E Qlii and bij E Qlij 

(i =I- j). 

Proof. From the surjectivity of ¢ there exists c E Ql such that ¢( c) = ¢( au) + 
¢(bij ). Hence, for arbitrary elements Sii E Qlii and tij E Qlij we have 

¢(CSiitij + CtijSii + Siictij + tijCSii + SiitijC + tijSiiC) 
- ¢(aiisUtij + aiitijSii + Siiaiitij + tijaiiSii + Siitijaii + tijsiiaii) 

+¢(bijSiitij + bijtijSii + siibijtij + tijbijsii + Siitijbij + tijSiibij) 
- ¢(aiisiitij + Siiaiitij). 

From injectivity of ¢ we obtain CSiitij + Siietij + tijCSii + SiitijC = aiisiitij + 
Siiaiitij which implies CjiSiitij = O. Thus Cji = 0, by Lemma ??(i). Next, for 
arbitrary elements Sii E Qlii and tjj E Qljj we have 

¢(CSiitjj + ctjjSii + SUctjj + tjjCSU + SUtjjC + tjjSiiC) 
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- 4>(aii sUt jj + aiitjjSii + Siiaiitjj + tjjaiiSii + siitjjaii + tjjSiiaii) 

+4>(bij sUtjj + bijtjjSU + Siibijtjj + tjjbijSii + SUtjjbij + tjjSUbij) 

- 4>( SUbijtjj ). 

From the injectivity of 4> we obtain suctjj + tjjCSU = SUbijtjj which leads to 
SiiCijtjj = Siibijtjj. Therefore Cij = bij , by Lemma ??(i). Also, for arbitrary 
elements Sjj E ~jj and tjj E ~jj we have 

4>( CSjjtjj + ctjjSjj + Sjjctjj + tjjCSjj + SjjtjjC + tjjSjjc) 

- 4>(ausjjtjj + aUtjjsjj + SjjaUtjj + tjjaUsjj + SjjtjjaU + tjjSjjau) 

+4>(bijSjjtjj + bijtjjsjj + sjjbijtjj + tjjbijsjj + sjjtjjbij + tjjsjjbij ) 

- 4>(bij s jj tjj + bijtjjsjj). 

It follows that CSjjtjj + ctjjSjj + Sjjctjj +tjjCSjj+ Sjjtjjc+tjjSjjC = bijsjjtjj + 

bijtjjsjj which implies CjjSjjtjj + CjjtjjSjj + SjjCjjtjj + tjjCjjSjj + SjjtjjCjj + 

tjjSjjCjj = O. Thus Cjj = 0, by Lemma ??(ii). Yet, for arbitrary elements 
Sij E ~j and tjj E ~jj we have 

4>( CSijtjj + ctjjSij + sijctjj + tjjCSij + SijtjjC + tjjSijc) 

- 4>( aiiSijtjj + aUtjJ,sij + SijaUtjj + tjjaUSij + SijtjjaU + tjjSijaU) 

+4>(bij Sijtjj + bijtjjSij + sijbijtjj + tjjbijSij + sijtjjbij + tjjsijbij) 

- 4>(aUSijtjj). 

This results in CSijtjj + SijCtjj + tjjCSij + SijtjjC = aUSijtjj which leads to 
CiiSijtjj = aUSijtjj. So Cii = au, by Lemma ??(i). 0 

Similarly, we prove the following lemma: 

Lemma 2.5. 4>( au + bji ) = 4>( au) + 4>(bji ) for all au E ~i and bji E ~ji 
(i # j). 

Lemma 2.6. 4>(a12c22 + b12d 22 ) = 4>(a12c22) + 4>(b12d 22 ) for all a12, b12 E ~12 
and C22, d 22 E ~22' 

Proof. First of all, we note that the following identity is valid 

a12~2 + b12d 22 = el(d22 + a12) (C22 + b12) + el(c22 + b12 ) (d22 + a12) 

+( d 22 + a12)el (C22 + b12 ) + (C22 + b12)el (d22 + a12) 

+(d22 + a12) (C22 + b12)el + (C22 + b12)(d22 + a12)el' 
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- ¢>(el(d22 + a12) (C22 + b12) + el(c22 + b12) (d22 + a12) 
+(d22 + a12)el(c22 + b12) + (C22 + b12)el(d22 + a12) 

+(d22 + a12)(c22 + b12 )el + (C22 + b12) (d22 + a12)el) 
- ¢>( el)¢>( d22 + a12)¢>( C22 + b12) + ¢>( el)¢>( C22 + b12 )¢>( d22 + a12) 

+¢>( d22 + a12)¢>( el)¢>( C22 + b12) + ¢>( C22 + b12 )¢>( et)¢>( d22 + a12) 

+¢>( d22 + a12)¢>( C22 + b12)¢>( el) + ¢>( C22 + b12)¢>( d22 + a12)¢>( el) 
- ¢>( el) (¢>( d22) + ¢>( a12)) ¢>( C22 + b12) 

+¢>( el)¢>( C22 + b12) (¢>( d22) + ¢>( a12)) 
+(¢>(d22 ) + ¢>(a12))¢>(el)¢>(c22 + b12) 
+¢>( C22 + b12)¢>( el) (¢>( d22 ) + ¢>( a12)) 
+ (¢>( d22 ) + ¢>( a12)) ¢>( C22 + b12)¢>( et} 
+¢>( C22 + b12) (¢>( d22 ) + ¢>( a12)) ¢>( et) 

- ¢>( el)¢>( d22 )¢>( C22 + b12) + ¢>( el)¢>( C22 + b12 )¢>( d22 ) 

+¢>(d22 )¢>(el)¢>(c22 + b12) + ¢>(C22 + b12 )¢>(el)¢>(d22 ) 

+¢>( d22 )¢>( C22 + .b12)¢>( el) + ¢>( C22 + b12)¢>( d22 )¢>( el) 
+¢>(el)¢>(a12)¢>(~2 + b12) + ¢>(el)¢>(c22 + b12 )¢>(a12) 

+¢>( a12)¢>( el)¢>( C22 + b12) + ¢>( C22 + b12 )¢>( el)¢>( a12) 
+¢>(a12)¢>(c22 + b12)¢>(el) + ¢>(C22 + b12)¢>(a12)¢>(et} 

- ¢>(e1d22(c22 + b12) + el(c22 + b12)d22 + d22el(C22 + b12) 
+(C22 + b12)eld22 + d22 (C22 + b12)el + (C22 + b12)d22el) 

+¢>(ela12(c22 + b12) + el(c22 + b12)a12 + a12el(c22 + b12) 
+(C22 + b12)ela12 + a12(c22 + b12)el + (C22 + b12)a12el) 

- ¢>(a12c22) + ¢>(b12d22 ). 

Lemma 2.7. ¢>(a12 + b12) = ¢>(a12) + ¢>(b12) for all a12, b12 E m12. 

o 

Proof. By the surjectivity of ¢>, there exists c E m such that ¢>(c) = ¢>(a12) + 
¢>(b12). Hence, for arbitrary elements 811 E mll and t22 E m22 , we have by 
Lemma ?? 

¢>(C811t22 + ct22811 + 8UCt22 + t22C811 + Sllt22C + t22811C) 
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- ¢(a128 U t 22 + a12t 22811 + 8lla12t 22 + t 22a 128 ll + 811t22a12 + t228lla12) 

+¢(b128nt22 + b12t22811 + 8n b12t 22 + t22b128U + 811t22b12 + t 228 n b12) 

- ¢(811a12t22 + 8 U b 12t22)' 

It follows that 811Ct22 +t22c8n = 8lla12t22 + 8llb12t22 which implies 811C12t22 
= 8Ua12t22+811b12t22 and t22C218U = O. Therefore, C12 = a12+b12 and C21 = 0, 
by Lemma ??(i). Next, for arbitrary elements 822 E Q(.22 and t22 E Q(.22, we 
have 

¢( C822t22 + ct22822 + 822Ct22 + t 22C822 + 822t 22C + t228 22C) 

- ¢(a12822t22 + a12t 22822 + 822a 12t 22 + t22a 12822 + 822t 22a 12 + t22 8 22a 12) 

+¢(b12822t22 + b 12t 228 22 + 822b12t 22 + t22b12822 + 822t 22b12 + t 228 22b 12) 

- ¢( a128 22t 22 + a12t 228 22 + b128 22t 22 + b12t22822), 

by Lemma ?? again. We can thus conclude that C822t22 + Ct22822 + 822ct22 + 

t22c822 + 822t 22C + t228 22C = a12822t22 + a12t22822 + b12822t22 + b12t22822 which 
yields C22822t22 + C22t22822 + 822C22t22 + t22C22822 + 822t22C22 + t22822C22 = O. 
Thus, C22 = 0, by Lemma ??(ii). Also, for arqitrary elements 8U E Q(.ll and 
t12 E Q(.12, we have 

¢(C8lltI2 + ct128n + 811ct12 + t12c811 + 8ut12C + t128nC) 

- ¢(a12811t12 + a12t128U + 811a12t12 + t12a12811 + 811t12a12 + t 128Ua 12) 

+¢(b128ut12 + b12t12811 + 8 u b12t 12 + t12b128 11 + 811t12b 12 + t I2811b12) 
- o. 

We can then take c8nt12 + 8Uct12 + t12C8U + 8Ut12C = 0 which results in 
CU811t12 + 8ucnt12 = O. So, Cll = 0, by Lemma ??(iii). 0 

Similarly, we prove the following lemma: 

Lemma 2.8. ¢(a21 + b21 ) = ¢(a21) + ¢(b21 ) for all a21, b21 E Q(.21. 

Lemma 2.9. ¢(au + bll ) = ¢(all) + ¢(bll ) for all all, bu E Q(.ll' 

Proof. By surjectivity of ¢ we may choose 8 = 811 + 812 + 821 + 822 E Q(. such 
that ¢(8) = ¢(a11) + ¢(bll ). It follows that, for arbitrary elements 8n E Q(.1l 
and t22 E Q(.22, we have 
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- ¢(a1l811t22 + allt22811 + 811allt22 + t22a1l811 + 811t22all + t228UaU) 

+¢(bU8u t22 + bllt22811 + 8ubu t22 + t22bU811 + 811t22bU + t22 Subll ) 

- o. 

This shows that Sl1Ct22 + t 22CSU = 0 which implies SllC12t22 = t22C21S11 = O. 
Therefore C12 = C21 = 0, by Lemma ??(i). Next, for arbitrary elements 
822 E Ql.22 and t22 E Ql.22 we have 

¢( CS22t22 + Ct22 S22 + S22ct22 + t 22CS22 + S22t 22C + t22S22C) 

- ¢(a11822t22 + aUt 22 s 22 + 822aUt22 + t22a U 8 22 + S22t22aU + t22s22all) 

+¢(bU S 22t22 + b U t 22 S 22 + 822bllt22 + t22bU 8 22 + S22t 22 bll + t22 8 22 bll) 

- o. 

This leads to CS22t22 + Ct22S22 + 822ct22 + t22C822 + S22t22c + t22822C = 0 which 
results in C22S22t22 + C22t22822 + 822C22t22 + t22C22822 + 822t22C22 + t22822C22 = O. 
Thus, C22 = O. Now, for arbitrary elements 812 E Ql.12 and t22 E Ql.22, we have 

¢( C812t22 + ct22 8 12 + 812Ct22 + t 22C8 12 + 812t 22 C + t 22 S 12C) 

- ¢(a1l812t22 + aUt22812 + 812allt22 + t22a1l812 + 812t22aU + t22812aU) 

+¢(b1l 8 12t 22 + b ll t 228 12 + 812bllt22 + t 22b u 8 12 + 812t 22 bU + t 228 12bU) 

- ¢(a1l812t 22 + b 1l 8 12t 22)' 

This shows that C812t22 + 812Ct22 + t22C812 + S12t22C = aU812t22 + bu812t22 

which yields CU812t22 = a1l812t22 + bU S 12t 22' So Cu = au + bu. 0 

Similarly, we prove the following lemma: 

Lemma 2.10. ¢(a22 + b 22 ) = ¢(a22) + ¢(b22 ) for all a22, b22 E Ql.22' 

Lemma 2.11. ¢(au + b22 ) = ¢(all) + ¢(b22 ) for all au E Ql.u and b22 E Ql.22. 

Proof Choose 8 = 8u +812+821 +822 E QI. such that M(8) = M(au)+M(b22 ). 

For arbitrary elements 8u E Ql.u and t22 E Ql.22, we have 

¢(C8U t 22 + Ct228u + 8u ct22 + t22C81l + 8Ut22C + t 228 11 C) 

- ¢(a1l 8 11 t 22 + allt22811 + 811aUt 22 + t22a 1l 8 U + 811t22 a U + t 22 8 U a U) 

+¢(b22 8 n t 22 + b22t22811 + 811 b22t 22 + t 22b228 11 + 811t22 b22 + t 228 11b22) 

- o. 
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It follows that SUCt22 + t22CSU = 0 which implies SUC12t22 = t22C21SU = O. 
So C12 = C21 = 0, by Lemma ??(i). Next, for arbitrary elements S22 E Q(22 
and t22 E Q(22, we have 

¢( CS22t22 + Ct22S22 + S22 Ct22 + t 22CS22 + S22 t 22C + t 22 s 22C) 

- ¢( au S22 t 22 + au t22 S 22 + S22 a U t22 + t22 a U S22 + S22 t 22a U + t 22 s 22all) 

+¢(b22S22t22 + b22t22S22 + S22b22t 22 + t22b22S22 + S22t 22 b22 + t22 S 22b22) 

- ¢( b22 S22t22 + b22t22S22 + S22 b22t 22 + t22b22S 22 + S22 t 22 b22 + t 22 S22b22). 

This shows that cS22t22 + et22S22 + S22Ct22 + t22CS22 + S22t22C + t22S22C = 
b22 S22t22 + b22t22S22 + S22b22t22 + t22b22S22 + S22t22b22 + t22S22b22 which yields 
(C22 - b22 )S22t 22 + (C22 -- b22)t22S22 + S22(C22 - b22 )t22 + t 22 (C22 -- b22 )S22 + 

S22t22(C22 -- b22 ) + t 22 S22 (C22 -- b22 ) = O. So C22 = b22 , by Lemma ??(ii). Now, 
for arbitrary elements Su E Q(ll and tu E Q(ll, we have 

¢(csutu + ctusu + SlletU + tUCSll + sutuc + tusuc) 
- ¢(ausutu + autusn + snantu + t n a l1Sn + sutuau + tusuan) 

+¢(b22SUtu + b22tU SU + SUb22tU + tUb22SU + Sl1 t U b22 + tusu b22) 
-- ¢(ansntu + aUtUsll + suautu + tuausu + sutuau + tllsUau). 

It follows that cSutu +ctn s l1 +Sl1etl1 +tUCSll +SutllC+tnsuc = aUsUtll + 

autusu + suautn + tuausu + SUtUall + tusuau which results in Cu = 
au. 0 

Lemma 2.12. If C = Cll + C12 + C21 is such that ¢(c) = ¢(a12) + ¢(b21 ), then 

Cu = 0, C12 = a12 and C21 = a21. 

Proof In fact, for arbitrary elements S21 E Q(21 and tu E Q(u, we have 

¢(CS21t U + CtU S21 + S21 CtU + tU CS21 + S21 t llC + tU S21C) 

- ¢( a12 S 21 tll + a12t U S21 + S21 a12t U + tn a12S 21 + S21 tu a12 + tll S21 a12) 

+¢(b21S21tU + b21t U S21 + S21 b21 t U + tUb21 S 21 + S21 t U b21 + tllS21b21) 

-- ¢( a128 21 tu + tu a12 821 + 821 tu a12). 

It follows that C821tll + 821CtU + tUC821 + 821tllC = a12821tU + tUa12821 + 

821tUa12 which implies 821tUC12 = 821tUa12 and 821ClltU + 821tllCll = o. 
Thus, Cu = 0 and C12 = a12, by Lemma ??(i) and (iii), respectively. Now, 
for arbitrary elements 812 E Q(12 and t22 E Q(22, we have 

¢( C812t22 + et228 12 + 812Ct22 + t 22C8 12 + 812t22c + t 228 12C) 
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- ¢( a128 12t 22 + a12t 22 8 12 + 812 a 12t 22 + t22 a 128 12 + 812 t 22 a 12 + t 22 8 12a 12) 

+¢(b21 8 12t 22 + b21t22812 + 812 b21 t 22 + t22 b21 8 12 + 812t 22 b21 + t 22 8 12b2r) 

- ¢(b21 812t22 + t22b21812 + 812t 22 b21)' 

We can then take C812t22 + 812Ct22 + t22C812 + 812t22C = b21812t22 + t22b21812 + 

812t 22b21 which yields 812t22C21 = 812t22b21' SO, C21 = b21 . 0 

Lemma 2.13. ¢(a12 + b21 ) = ¢(a12) + ¢(b21 ) for all a12 E Q(12 and b21 E Q(21' 

Proof. By surjectivity of ¢ we may choose C = Cll + C12 + C21 + C22 E Q( such 
that ¢(c) = ¢(a12) + ¢(b21 ). Hence, for arbitrary elements 8u E Q(u and 
tn E Q(11, we have 

¢(C811tl1 + ct118U + 811et11 + tuC811 + 8UtUC + tu8UC) 

- ¢( a128 U tll + a12t U 811 + 811 a12t U + tu a128 ll + 811 tu a12 + tll 811 a12) 

+¢(b21811tll + b21 t u 8 11 + 811 b21 t U + tub218U + 8UtUb21 + t u 8u b21 ) 

- ¢(8lltua12 + tu 8 u a12) + ¢(b218Ut u + b21t1l8U)' 

Since 

¢((Cll8Ut U + CU t ll8U + 8UCUtU + tllC11811 + 8utl1Cl1 + t u 8uCu) 

+(8utUC12 + tU8uC12) + (C218UtU + C21t1l8U)) 

- ¢(811tua 12 + t u 8 U a 12) + ¢(b21 811tll + b21t u 8U), 

then cu8utu + CUtU811 + 811Cl1tU + tUC1l811 + 8UtUCU + tU811Cl1 = 0, 
8lltuC12+t 1l811 C12 = 811tlla12+t1l811a12 and C218Utll +C21tU811 = b218Utll + 
b21 t1l8u, by Lemma ?? Therefore, Cu = 0, C12 = a12 and C21 = b21 , by Lema 
??(ii) and (iii), respectively. Next, for arbitrary elements 821 E Q(21 and 
tu E Q(u, we have 

¢(C821t U + CtU821 + 821etll + t u C821 + 821t llC + tu821C) 

- ¢( a12821 tu + a12t U 821 + 821 a12t U + tll a128 21 + 821 tu a12 + tll 821 a12) 

+¢(b21 8 21 t n + b21 t n 821 + 821b21tll + tUb21821 + 821t ll b21 + t 1l821 b21) 

- ¢( a128 21 tu + tll a128 21 + 821 tu a12). 

This shows that C821tll + 821Ctll + tuC821 + 821tllC = a12821tll + tua12821 + 

821tl1a12 which implies C22821tU = O. So C22 = O. 0 
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Lemma 2.14. lfd = du +d12+d21 is such that ¢(d) = ¢(au)+¢(b12)+¢(C21), 
then du = au, d12 = b12 and d21 = C21. 

Proof. Write ¢(d) = ¢(au + b12 ) + ¢(C21), by Lemma ?? Then, for arbitrary 
elements S12 E ~12 and t12 E ~12' we have 

¢( dsu t22 + dt22SU + Su dt22 + t 22dsu + Su t 22d + t22S11 d) 

- ¢((all + b12 )SUt22 + (au + b12)t22S11 + sll(all + b12)t22 

+t22(aU + b12)Sll + sllt22 (all + b12 ) + t 22s11(aU + b12 )) 

+¢(C21S11t22 + C21t 22S11 + SUC21t22 + t22C21SU + Sllt22C21 + t22S11C21) 

- ¢(SUb12t22 + t22~lS11)' 

We can thus conclude that Slldt22 + t22ds u = SUb12t22 + t22C21SU which 
implies SUd12t22 = SUb12t22 and t22d21SU = t22C21S11' Thus, d12 = b12 and 
d21 = C21. Now, for arbitrary elements 811 E ~u and t21 E ~21' we have 

¢(dsu t21 + dt21 S11 + Slldt21 + t21dsll + SUt21d + t21S11d) 

- ¢((all + b12 )Sllt21 + (au + b12 )t21SU + sl1(aU + b12 )t21 

+t21 (au + b12)SU + S11 t21 (au + b12 ) + t21 Su (au + b12 )) 

+¢(C21S11t 21 + C21t 21SU + SUC21t 21 + t 21C21SU + sut21~1 + t21SUC21) 

- ¢(b12t21 SU + SU b12t21 + t21 all s ll + t21s11a U + t21 S11 b12)' 

We can then get dt21SU + Sl1dt21 + t21dsll + t21SUd = b12t21SU + SUb12t21 + 
t21aUsU +t21sUall +t21S11b12 which results in t21dUSll +t21S11dll = t21allsll 
+ t21sUaU' So, du = au. 0 

Lemma 2.15. ¢(all + b12 + C21) = ¢(au) + ¢(b12 ) + ¢(C21) for all au E ~11' 
b12 E ~12 and C21 E ~21' 

Proof. Choose d = du +d12 +d21 +d22 E ~ such that ¢(d) = ¢(all)+¢(b12)+ 
¢(c2d and write ¢(d) = ¢(al1 + b12) + ¢(C21)' 

For arbitrary elements Su E ~u and tu E ~u, we have 

¢(dSlltll + dtusu + slldtll + tlldsu + sutud + tusud) 

- ¢((all + b12)SUtll + (au + b12)tllsu + su(au + b12)tU 

+tU(all +b12)SU +slltll(aU +b12 ) +tusU(all +b12 )) 

+¢(d21SUtll + d21t11811 + 811d21t ll + t lld218U + slltu d21 + t llsu d21) 

- ¢(a1l811tll + aUt1l8U + sllalltll + tl1au8U + 8Ut Ua U + t u 8u au 
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+SlltUb 12 + t ll s ll b 12 ) + ¢(d21SUtu + d21 tUSll) 
- ¢(allSUtU + alltusu + suautu + tuausu + sutuau + tusUaU) 

+¢(SUt U b 12 + tuSUb12) + ¢(d21 S11t ll + d21 tU SU). 

From Lemma ??, we can then get dusutu +dutusl1 +Slldl1tU +tudllsU + 
SlltudU +tusl1du = aUsUtll +alltllsll +SUal1tll +tl1ausu +sutuau + 

t l1 s 11 aU, sl1tl1d12+tl1S11d12 = Sl1tl1b12+tl1S11b12 and d21 su tu +d21tUSU = 
C21S11tU + C21tUSl1. Thus, du = au, d 12 = b 12 and d 21 = C21, by Lemma 
??(ii) and (iii), respectively. Next, for arbitrary elements S22 E 2{22 and 
t22 E !2i22 , we have 

¢( dS 22t 22 + dt22 S22 + S22dt22 + t 22ds22 + S22t22d + t 22 S22d) 

- ¢((all + b12 )S22t 22 + (au + b 12 )t22S22 + s22(al1 + b12 )t22 

+t22(aU + b12 )S22 + S22 t 22(all + b12 ) + t 22 s 22(all + b 12 )) 

+¢(C21 S22t22 + C21 t 22 S22 + S22C21 t 22 + t 22C21 S22 + S22t 22C21 + t22S22C2r) 

- ¢(bI2 S22t22 + b12t22S22 + S22t 22C21 + t22S22C21) ' 

by Lemma ?? This show that dS 22t22 + dt22S2.2 + S22dt22 + t 22ds22 + S22t22d + 

t 22 S 22 d = b12S22t22 + b12t22S22 + S22t22C21 + t22S22C21 which yields d22S22t22 + 

d22t22s22 + S22d22t22 + t22d22S22 + S22t22d22 + t22S22d22 = o. So d 22 = O. 0 

Lemma 2.16. Iff = !I2+ 121 + 122 i8 8uch that ¢(f) = ¢(b12)+¢( C21)+¢( d 22 )! 
then !I2 = b12 ! 121 = C21 and 122 = d 22 . 

Proof. Write M(d) = M(b I2 ) + M(C21 + d 22 ). Hence, for arbitrary elements 
Su E 2{u and t22 E 2{22, we have 

¢(f sut22 + f t 22 S U + SUft22 + t22f Su + 8ut 22f + t22 Suf) 

- ¢(b12 S U t22 + b 12t 22s U + SU b12t22 + t 22b 12s U + sut22b12 + t22 s U b12) 

+¢((C21 + d 22 )811t22 + (C21 + d 22 )t22S U + Sll(C21 + d 22 )t22 

+t22 (C21 + d 22 )SU + SU t 22(C21 + d 22 ) + t22Sll(C21 + d 22 )) 

- ¢( S11 b12t 22 + t22C21 811)' 

by Lemma ?? It follows that SUft22 + t22f 811 = Su b12t22 + t22C218U which 
implies Sll!I2t22 = S11b12t22 and t22h1su = t22c21SU. Therefore, f12 = b12 

and 121 = C21. Next, for arbitrary elements 812 E 2{12 and t22 E 2{22, we have 
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- ¢(b12812t22 + b 12t 228 12 + 812 b 12t 22 + t22b12812 + 812t 22 b12 + t 228 12b12) 

+¢( (C21 + d 22 )812t 22 + (C21 + d22)t22812 + 812( C21 + d 22 )t22 

+t22(C21 + d 22 )812 + 812t 22(C21 + d 22 ) + t 228 12(C21 + d 22 )) 

- ¢(C21812t22 + 812 d 22 t 22 + t 22C21 8 12 + 812t 22C21 + 812t 22 d 22) 

This leads to /812t22 + 812/t22 + t22/812 + 812t22/ = C21812t22 + 812d22t22 + 

t22C21 8 12 + 812 t 22C21 + 812t 22 d 22 which implies 812h2t 22 + 812 t 22h2 = 812 d 22t 22 + 
812t22d22' So, 122 = d 22 , by Lemma ??(iii). 0 

Lemma 2.17. ¢(b12 + C21 + d 22 ) = ¢(b12 ) + ¢(C21) + ¢(d22 ) for all b12 E Q{12, 
C21 E Q{21 and d 22 E Q{22. 

Proof. Choose / = /11 + /12+ 121 + 122 E Q{ such that ¢(f) = ¢(bI2 )+¢(C2d+ 

¢(d22 ) and write ¢(f) = ¢(bI2 ) + ¢(C21 + d 22 ). Hence, for arbitrary elements 
812 E Q{12 and t22 E Q{22, we have 

¢(f 812t 22 + /t228 12 + 812/t 22 + t 22 /812 + 812t 22/ + t22 8 12f) 

- ¢(b12812t22 + b 12t 228 12 + 812 b12t 22 + t22b 128 12 + 812t 22b 12 + t 228 12b 12) 

+¢( (C21 + d 22 )812t 22 + (C21 + d22)t22812 + 812( C21 + d 22 )t22 

+t22(C21 + d 22 )812 + 812t 22(C21 + d 22 ) + t22 8 12(C21 + d 22 )) 

- ¢( C21 812t 22 + 812 d 22t 22 + t 22C21 8 12 + 812 t 22C21 + 812t 22d 22)' 

Hence, /812t22 + 812/t22 +t22/ 812 + 812t22/ = C21812t22 + 812 d 22 t 22 +t22C21812 + 

812t 22C21 + 812t22d22 which implies 812t22h1 = 812t22C21' Therefore, 121 = C21' 

Next, for arbitrary elements 822 E Q{22 and tl1 E Q(11, we have 

¢(f822tl1 + /t 11 8 22 + 822/t l1 + t l1 /822 + 822tU/ + t11 8 22f) 

- ¢(bI2 822tl1 + b12t 1l822 + 822 b 12t ll + t l1 b 128 22 + 822t ll b 12 + t 1l 8 22b12) 

+¢((C21 + d 22 )822t U + (C21 + d 22 )t11 822 + 822 (C21 + d 22 )tll 

+tl1 (C21 + d 22 )822 + 822t l1(C21 + d 22 ) + t 11 8 22 (C21 + d 22 )) 

- ¢(tll b 128 22 + 822C21 t l1) , 

by Lemma ?? We can thus conclude that 822/tll + t n /822 = tl1b12822 + 

822C21tll which results in tllfr2822 = tllb12822' So, fr2 = b 12 . Also, for 
arbitrary elements 822 E Q(22 and t22 E Q(22, we have 

¢(f 822t 22 + /t22 822 + 822/t 22 + t22J 822 + 822t 22/ + t22 8 22/) 

- ¢(b12822t22 + b 12t 228 22 + 822b 12t 22 + t22b 12 8 22 + 822t 22b 12 + t 22 822b 12) 
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+¢((C21 + d 22 )S22t 22 + (C21 + d22)t22S22 + S22(C21 + d 22 )t22 

+t22(C21 + d 22 )S22 + S22t 22(C21 + d 22 ) + t 22 S22 (C21 + d 22 )) 

- ¢(bI2 S22 t22 + b12t22S22) + ¢(S22t 22 C21 + t 22 S22C21 + d22S22t22 + d22t22S22 

+S22d 22t 22 + t22d22S22 + S22t 22d 22 + t22S22d22) 

- ¢(bI2 S22t22 + b12t22S22) + ¢(S22t 22C21 + t 22 S22C21) + ¢(d22S22t22 

+d22t22S22 + S22d22t 22 + t22d22S22 + S22t 22d 22 + t22S22d22)' 

From Lemma ??, we can get h2s22t22 + h2t22s22 + s22h2t22 + t22h2s22 + 

s22t 22h2 + t 22 s 22h2 = d22S22t22 + d 22t 22 S22 + S22 d 22 t 22 + t22d 22 S22 + S22t 22d 22 + 

t22S22d22 which yields 122 = d 22 , by Lemma ??(ii). Yet, for arbitrary elements 
S12 E Q(12 and tll E Q(ll, we have 

¢(JSI2tn + jtu S 12 + S12jt n + tujS12 + s12 t nj + t u S l2 j) 

- ¢(b12S 12tu + b12t l1 S12 + S12 b12t U + tub12S12 + S12t l1 b12 + tllSl2bl2) 

+¢((C21 + d 22 )S12t n + (C21 + d 22 )tn s l 2 + S12(C21 + d 22 )tn 

+tU(C21 + d 22 )S12 + S12tU(C21 + d 22 ) + t U S12(C21 + d 22 )) 

- ¢(C21tnsI2 + S12 C21t U + t U S 12C21 + tuSI2d22)' 

Lemma 2.18. ¢(au + b12 + C21 + d 22 ) = ¢(all) + ¢(bI2 ) + ¢(C21) + ¢(d22 ) for 

all au E 2(u, b12 E 2(12, C21 E 2(21 and C22 E 2(22. 

Proof. Choose f = ju + JI2 + 121 + 122 E 2( such that ¢(J) = ¢( au) + ¢(bI2 ) + 

¢(C21) + ¢(d22 ) and write ¢(J) = ¢(au + b12 ) + ¢(C21 + d 22 ). For arbitrary 
elements Su E 2(u and tu E 2(u, we have 

¢(JSUt l1 + ftus n + sujtu + tnjsn + sutuj + tusuf) 

- ¢((au + bl2 )Slltu + (all + bl2 )tl1 S ll + su(au + bl2 )tu 

+tu(au + bl2 )Sll + slltll(aU + b12 ) + t ll S 11 (all + bI2 )) 

+¢((C21 + d 22 )Slltu + (C21 + d 22 )tllsll + Sl1(C21 + d 22 )tll 

+tll(C21 + d 22 )Sll + S11tll (C21 + d 22 ) + tUSU(C21 + d 22 )) 

- ¢(aUslltll + aUtllsll + suautu + t u a llS11 + sutnau 
+tllsuau + SUtUb12 + tl1 s u bl2 ) + ¢(C21SUtU + C21tn S l1) 



- 151 -

- ¢>(a1l811tll + allt1l811 + 811alltll + tllaU811 + 8Utllall 
+t1l811all) + ¢>(811tllbI2 + t 1l8 11b I2) + ¢>(C21811tll + C21t1l811)' 

By Lemma 11, we conclude that f1l811tll + fUtU811 + 811flltll +tufu8u + 
811tllfll +t118Ufu = a1l811tll +allt1l811 + 811 all tll +tlla1l811 +811tUaU + 
t1l811all, 811tlliI2+t1l811iI2 = 811tUbI2+t1l811bI2 and h18utu + hlt1l811 = 
C21 811tll + C21tU8U' Thus, fu = au, iI2 = b12 and 121 = C2b by Lemma 
11(ii) and (iii), respectively. Now, for arbitrary elements 822 E !!22 and' 
t22 E !!22, we have 

¢>(J 822t 22 + ft 228 22 + 822ft 22 + t22f 822 + 822t 22f + t 22822f) 

- ¢>((au + b 12 )822t 22 + (au + b12 )t22822 + 822(aU + b12 )t22 

+t22(aU + b12)822 + 822t22(all + b12 ) + t22 8 22(all + b 12») 
+¢>((C21 + d22 )822t 22 + (C21 + d22 )t22822 + 822(C21 + d22)t22 

+t22(C21 + d 22 )822 + 822t 22(C21 + d 22 ) + t22822(~1 + d 22») 
- ¢>(b12822t22 + b12t 22822) + ¢>(822t 22C21 + t 22 8 22C21 + d 228 22t 22 

+d22t22822 + 822d 22t 22 + t22d 228 22 + 822t 22d 22 + t 228 22d22) 

- ¢>(b128 22t 22 + b12t 228 22) + ¢>( 822t22C21 ' + t22822~1) + ¢>( d 228 22t 22 

+d22t22822 + 822d 22t 22 + t22d22822 + 822t 22d 22 + t 228 22d 22)' 

By Lemma 11, we can get h2822t22 + h2t22822 + 822h2t22 + t22h2822 + 

822t 22h2 + t 22822h2 = d 22822t 22 + d 22t 22822 + 822d 22t 22 + t22d 22822 + 822t 22d 22 + 

t22822d22' So 122 = d 22 . 0 

Now we are able to prove the Theorem 11. Our proof is similar those 
presented by Lu [1] and Martindale [1]. 

Proof of Theorem. Let a = au + a12 + a21 + a22 and b = bu + b12 + b21 + b22 

be arbitrary elements of~. From lemmas 11, 1?, 1?, ?? and 11, we compute 

¢>(a + b) 

- ¢>((au + bu ) + (a12 + b12 ) + (a21 + b2d + (a22 + b22») 
- ¢>(all + bu ) + ¢>(aI2 + b 12 ) + ¢>(a21 + b21 ) + ¢>(a22 + b22 ) 

- ¢>(all) + ¢>(bll ) + ¢>(a12) + ¢>(bI2 ) + ¢>(a21) + ¢>(b21 ) + ¢>(a22) + ¢>(b22 ) 

- ¢>(all) + ¢>(aI2) + ¢>(a21) + ¢>(a22) + ¢>(bu ) + ¢>(bI2 ) + ¢>(b21 ) + ¢>(b22 ) 

- ¢>(all + a12 + a21 + a22) + ¢>(bu + b12 + b21 + b22 ) 
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= ¢(a) + ¢(b). 

This show that the map ¢ is additive. The Theorem is proved. 
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1 Introduction 

A regular curve in Minkowski space-time, whose position vector is composed 
by Frenet frame vectors on another regular curve, is called a Smarandache 
curve [13]. Special Smarandache curves have been studied by some authors. 
Melih Thrgut and Suha Yllmaz studied a special case of such curves and 

called it Smarandache TB2 curves in the space Et [13]. Ahmad T.Ali stud­
ied some special Smarandache curves in the Euclidean space. He studied 
Frenet-Serret invariants of a special case, [1]. ~enyurt and Qah§kan inves­
tigated special Smarandache curves in terms of Sabban frame of spheri-. 
cal indicatrix curves and they gave some characterization of Smarandache 
curves, [5]. Muhammed Qetin, Yllmaz Tuncer and Kemal Karacan investi­
gated special Smarandache curves according to Bishop frame in Euclidean 3-
Space and they gave some differential geometric properties of Smarandache 
curves,[8]. Ozcan Bekta§ and Salim Yuce studied some special Smaran­
dache curves according to Darboux Frame in E3, [3]. Nurten Bayrak, Ozcan 
Bekta§ and Salim Yuce studied some special Smarandache curves in Ef, [2]. 
Kemal T~kopru and Murat Tosun studied special Smarandache curves ac­
cording to Sabban frame on 82 [12]. 

In this paper, special Smarandache curve belonging to a* involute curve 
such as N*C* drawn by Frenet frame are defined and some related results 
are given. 

2 Preliminaries 

The Euclidean 3-space E3 be inner product given by 

where (Xl, X2, X3) E E3. Let a : I -+ E3 be a unit speed curve denote by 
{T, N, B} the moving Frenet frame . For an arbitrary curve a E E3 , with 
first and second curvature, K, and T respectively, the Frenet formulae is given 
by [9], [10J 

{
T' = ",N 
N' = -",T+TB 
B' = -TN. 

(1) 

For any unit speed curve a : I -+ lE3 , the vector W is called Darboux vector 
defined by 

W=TT+K,B. 
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If we consider the normalization of the Darboux C = lI~n W we have 

and 
C = sin cpT + cos cpH 

where L(W, B) = cp. 

Definition 2.1 Let unit speed regular curve a : I -4- lE3 and a* : I -4- lE3 

be given. For'Vs E I, then the curve a* is called the involute of the curve 
a, if the tangent at the point a( s) to the curve a passes through the tangent 
at the point a*(s) to the curve a* and (T(s), T*(s») = o. 
The relations between the Frenet frames {T(s), N(s), B(s)} and {T*(s), N*(s), B*(s)} 
are as follows: 

{
T*=N 

N* = - cos cpT + sin cpB 

B* = sin cpT + cos cpH. 

(2) 

Theorem 2.1 The distance between corresponding points of the involute 
curve in lE3 is 

d(a(s), a*(s») = Ic - sl, c = sbt, 'Vs E I, [9]. 

Theorem 2.2 Let (a, a*) be a involute-evolute curves in lE3. For the cur­
vatures and the torsions of the involute-evolute curve (a, a*) we have, 

VK,2 + r2 
K,'" = , >. = c - s 

(c - s)K, 
(3) 
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Theorem 2.3 Let (a, a*) be a involute-evolute curve in lE3 • For the vector 
C* is the direction of the involute curve a* we have 

C* = cp' N + V K,2 + 7 2 C 
J cp' + K,2 + 7 2 J cp' + K,2 + 7 2 

(4) 

where the vector C is the direction of the Darboux vector W of the evolute 
curve a, /4J. 

3 N*C*- Smarandache Curve of Involute-Evolute 
Curve Couple According to Frenet Frame 

Let (a, a*) be a involute-evolute curves in E3 and {T* N* B*} be the Frenet 
frame ofthe involute curve a* at a*(s). In thi~ case, N·C· - Smarandache 
curve can be defined by 

?jJ(s) = ~(N· + C*). (5) 

Solving the above equation by substitution of N* and C* from (2) and (4), 
we obtain 

?jJ(s) = (-cosCP+asincp)T+; + (sincp+ acoscp)B (6) 

where 

a = IIWI/ b = cp' 
J cp/2 + I/WI/2 ' ycp/2 + I/W1I 2 

The derivative of this equation with respect to s is as follows, 

?jJ' = T" ~: = ~ [(cpl sincp + a' sincp + acp' coscp - K,b)T - (IIWI/ + II)N 

+(cp' coscp + a' coscp - acp' sincp + 7b)B] (7) 

and by substitution, we get 
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= (c,o'sin c,o + a' sin c,o + ac,o' cos c,o - /l,b)T - (IIWII + b')N (8) 
J(c,o' + a')2 + (ac,o' - bllWII)2 + (IIWII- b')2 

(c,o' cos c,o + a' cos c,o - ac,o' sin c,o + rb)B 
+ -.,;r.( c,o=' =+=a=.:';') 2;=+=(:;=ac,o='=-=!'b::;:;:;11 W~II):;C:::2 +:::!::;;;( II:;:::W;:;:;II=-=!'b'~)2 

where 

dSt/J (c,o' + a')2 + (ac,o' - b11WII)2 + (IIWII- b')2 (9) 
ds = 2 

In order to determine the first curvature and the principal normal of the 
curve 7/J(s), we formalize 

T' ( v'2(w1T + W2 N + waB ) 
t/J s) = [(c,o' + a')2 + (ac,o' _ bllWI1)2 + (IIWII _ b')21~ (10) 

where 
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WI = (t.p" sin t.p + t.p,2 cos t.p + a" sin t.p + 2a't.p' cos t.p + at.p" cos t.p - at.p,2 sin t.p - /'1,' b 

-2/'1,b' + /'I,IIWllh/( t.p' + a')2 + (at.p' - bllWI1)2 + (IIWII - b')2 - (t.p' sin t.p 

+a' sin t.p + at.p' cos t.p - /'I,b) ( V (t.p' + a')2 + (at.p' - bll WII)2 + (II WII - b')2)' 

W2 = (at.p'IIWII- bllWII2 -IIWII' + b")V(t.p' + a')2 + (at.p' - b1lWII)2 + (IIWII- b')2 

+(IIWII + b') (V(t.p' + a')2 + (at.p' - bllWI1)2 + (IIWII- b')2)' 

W3 = (t.p" cos t.p - t.p,2 sin t.p + a" cos t.p - 2a't.p' sin t.p - at.p" sin t.p - at.p,2 cos t.p + r'b 

+2rb' - rIIWII)V(t.p' + a')2 + (at.p' - b1lWII)2 + (IIWII - b')2 - (t.p' cos t.p 

+a' cost.p - at.p' sint.p + rb)( V(t.p' + a')2 + (at.p' - b1lWII)2 + (IIWII- b')2)', 

The first curvature is 

/'I,1/J = IIT~II, 

/'I,1/J = [(t.p' + a')2 + (at.p' - b11WII)2 + (IIWII - b')2J~ 
The principal normal vector field and the binormal vector field are respec­
tively given by 

(11) 
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[WaC -IIWII + b') - W2(<P' cos<p + a' cos<p - a<p' sin<p + rb)]T + [Wl(<p' cos<p 
+a' cos <p - a<p' sin <p + rb) - wa ( <p' sin <p + a' sin <p + a<p' cos <p - Kb)] N 
+ [wa(<p' sin<p + a' sin <p + a<p' cos <p - Kb) - Wl( -IIWII + b')]B 

B~=--~~~~~~~~==~~~==~~~==~~~~---­
J(W12 +W22 + Wa2)[(<p' + a')2 + (a<p' - bllWI1)2 + (IIWII- b')2] 

(12) 
In order to calculate the torsion of the curve 1/J, we differentiate 

1/J' = T~ d;: = ~ [(<p' sin<p + a' sin<p + a<p' cos<p - Kb)T - (IIWII + b')N 

+( <p' cos <p + a' cos <p - a<p' sin <p + rb )B] 

1/J" = ~ ([ (<p' sin <p + a' sin <p + a<p' cos <p - Kb)' + K( II WII + b')] T + [K( <p' sin <p + a' sin <p 

+a<p' cos <p - Kb) - (IIWII + b')' + r( <p' cos <p + a' cos <p - a<p' sin <p + rb)] N 

[ - r(IIWIl + b') + (<p' cos <p + a' cos <p - a<p' sin<p + rb)']B). 

and thus 

1/J'" = (-1]2 cos <p + 1]a sin <p)T + 1jiN + (1]2 sin <p + 1]a cos <p )B 

J2 
where 
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?ji = (cpl! sin cp + cp,2 cos cp + a" sin cp + 2a' cp' cos cp + acp" cos cp - acp,2 sin cp - K,' b 

i[2 = cp,211WII + 2a'cp'IIWil + acp'IIWII- b(K,K,' + rr') - 2b'IIWI12 + IIWII3 

i[3 = (cp" cos cp - cp,2 sin cp + a" cos cp - 2a' cp' sin cp - acp" sin cp - acp,2 cos cp + r'b 

+2rb' - rlIWII)' + racp'lIWIl - rbllWII2 - rllWII' + rb" 

The torsion is then given by 

where 
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vi = ('{J" cos '{J - '{J,2 sin '{J + a" cos '{J - 2a' '{J' sin '{J - a'{J" sin '{J - a'{J,2 cos '(J + rIb 

+2rb' - rIIWIJ)( -IIWII + b') - (a'{J"IIWII - bllWI12 -IIWII' + b")('{J' cOS'{J . 

+a' cos '{J - a'{J' sin '(J + rb) 

172 = ('{J" sin '{J + '{J,2 cos '{J + a" sin '{J + 2a' '{J' cos '{J + a'{J" cos '{J - a'{J,2 sin '(J - K' b 

-2Kb' + KIIWII)( '{J' cos '{J + a' cos '{J - a'{J' sin '(J + rb) - ('{J" cos '{J - '{J,2 sin '(J 

+a" cos'{J - 2a''{J' sin'{J - a'{J" sin'{J - a'{J,2 cos'{J + rIb + 2rb' - rlIWIJ) 

( '{J' sin '{J + a' sin '{J + a'{J' cos '(J - Kb) 

173 = (a'{J"IIWII- bllWI12 -IIWII' + b")('{J' sin'{J + a' sin'{J + a'{J' cos'{J - Kb) 

- ( '{J" sin '{J + '{J,2 cos '{J + a" sin '{J + 2a' '{J/ cos '{J + a'{J" cos '{J - a'{J,2 sin '(J - K' b 

-2Kb' + KIIWII)( -IIWII + b'). 
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Introd uction 

Leibniz algebras are non-associative algebras which generalizes Lie algebras. 
This close relationship gives rise to the adjoint functors between the category 
of Lie algebras and of Leibniz algebras: the inclusion functor i: Lie -+ Lbn 
and conversely, the Liezation functor [8, 10] Lie2: Lbn -+ Lie. 

One of the main 2-dimensional structures are crossed modules, which 
introduced by Whitehead [22] for the case of groups. He defined crossed 
modules as an algebraic model for homotopy 2-types; with a group homo­
morphism a: G -+ Gt and a group action of Gt on G satisfying certain 
conditions. One step further, as an algebraic models for homotopy 3-types, 
2-crossed modules are introduced by Conduche in [13] again for groups. Af­
terwards, similar notions were defined for different algebraic structures such 
as (commutative) algebras, Lie algebras, Leibniz algebras, etc. For instance, 
as we interest in, crossed modules of Leibniz algebras are defined by Casas 
in [9]. 

The relation between crossed modules and other 2-dimensional struc­
tures in the category of Leibniz algebras can be derived directly from [4, 5, 6] 
under the modified category of interest perspective. However there is no re­
lation explained between modified category of interest and 2-crossed mod­
ules (or other structures we will work on) so far. 

The major issue of this paper is to define 2-crossed modules of Leibniz 
algebras. To get this notion, we follow the similar way to [13] which uses the 
relation between simplicial groups and (2)-crossed modules. The advantages 
of this notion are; to have a new algebraic model for (connected) homotopy 
3-types and also giving some light to the future studies on 2-crossed modules 
and other 3-dimensional structures in the category of Leibniz algebras. 

We also prove the natural equivalences between the category of 2-crossed 
modules of Leibniz algebras and some other structures such as crossed 
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squares and cat2-Leibniz algebras, ending with the diagram: 

1 Preliminaries 

Throughout this paper, '" will be a fixed commutative ring with the identity. 

1.1 Crossed Modules 

We follow the notions from [12, 17, 18]. 

Definition 1 A Leibniz algebra 9 is a ",-module equipped with a bilinear 
map (called Leibniz bracket): 

[, ]:gxg-+g 

such that (for all x, y, z E g): 

[Xl [y, z1] = [[X, yJ, z] - [[x, z), y]. 

Remark that if [x, y] = -[y, x] then we obtain a Lie algebra structure. 
Conversely, any Lie algebra is a Leibniz algebra. Therefore the category of 
Lie algebras is the full subcategory of Leibniz algebras. 

Example 2 Let A be an associative algebra. If we define a map D: A -+ A 
such that (for all a, bE A): 

D(a (Db)) = D(a) D(b) = D(D(a)b) 

then A forms a Leibniz algebra structure [1B} with [x, y] = x D(y) - D(y) x. 

Remark that if D = idA then A is a Lie algebra. Moreover if D is 
idempotent or if it satisfies D(ab) = D(a)b + aD(b) and D2(a) = 0 for all 
a, b E A, then A forms a Leibniz algebra structure again, with the operation 
given above. 
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Definition 3 If there exists a Leibniz action of ~ on 9 then we have semi­
direct product Leibniz algebra 9 ~ ~ with the form (l, l' E ~ and r, r' E g): 

(l,r) + (l',r/) = (l +l',r+r/) 

[(l, r), (1', r/)] = [[l, 1'], [r, r'] + lr' - r ll ] 

Definition 4 A crossed module of Leibniz algebras [ll} is given by a Leibniz 
algebra homomorphism 8: L ~ R together with the Leibniz action of R on 
L such that the following Peiffer relations hold: 

XM1) a(rl) = [r,8(l)] and a(l r) = [a(l), r] 

XM2) 8(r)r' = r 8(r') = [r, r/l 

for all r, r' E Rand 1 E L. 

Therefore we have the category of crossed modules of Leibniz algebras, 
denoted by XLhn. Morphisms and compositions of this category can be 
defined in a similar sense of Lie algebras. 

Example 5 Let 9 be a Leibniz algebra and ~ is an ideal of g. By using the 
conjugate action: 

gx~ ~ ~ 
(g, h) H [g, h) 

~xg ~ ~ 
(h, g) H [h, g) 

the inclusion map i: ~ ~ 9 defines a crossed module. 

Example 6 Let Lo be a Leibniz algebra and 'I/J : Ll ~ L~ be an Lo-module 
homomorphism There exists an action of L~ ~ Lo on Ll defined by: 

(L~ ~ Lo) x Ll ~ L1 L1 x (L~ ~ Lo) ~ L1 
((l~,lo),h) H [10, h) (h, (l~, lo)) H [ll,lo] 

Then: 
a: L1 ~ L~ ~ Lo 

11 H ('I/J(h) , 0) 

is a crossed module of Leibniz algebras. 
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1.2 Simplicial Leibniz Algebras 

We recall some simplicial data from [19]. 

Definition 7 A simplicial Leibniz algebra ,c is a collection of Leibniz al­
gebras {Ln: n E N} together with Leibniz algebra morphisms (called faces 
and degenarices): 

~-l L L 0 < . < 1 Ui : n ~ n-l, _ ~ _ n -
sj : Ln ~ Ln+1 , 0 ~ j ~ n 

These homomorphisms are to satisfy the simplicial identities: 

(i) didj = dj-1di if i < j 
(ii) SiSj = Sj+lSi if i ~ j 
(iii) disj = sj-1di if i < j (1) 

djsj = dj+1sj = id 
dis j = sjdi- 1 if i > j + 1 

We have thus defined the category of simplicial Leibniz algebras Simp. 

Definition 8 The category of k-truncated simplicial Leibniz algebras is the 
full subcategory of Simp defined with the finite number of Leibniz algebras 
Li (i ~ k), denoted by 'frkSimp. 

Definition 9 For a simplicial Leibniz algebra'c, the Moore complex (N L, a) 
is the chain complex defined by: 

n-l 

NLn = nKer(df) 
t=O 

with the morphisms an: N Ln -t N Ln- 1 induced from d~-l by restriction. 

We call a Moore Complex with length n, iff NLi is equal to {O}, for each 
i > n. We denote the category of simplicial objects with Moore Complex of 
length n by Simp (C)::;n' 

This leads us to define the (co )skeleton functors /7/: 

'frkSimp ~ Simp t--'frkSimp 
costk stk 

(2) 

Lemma 10 The categories XLbn and SimP9 are naturally equivalent. 

Proof. Since the category of crossed modules of Leibniz algebras is modified 
category of interest [6], this lemma is just a corollary of [5]. • 
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1.3 Cat1-Leibniz Algebras 

This notion is defined first in [16] for the case of groups. 

Definition 11 Let s, t : 9 --t 9 be Leibniz algebra homomorphisms. We call 
the triple (9, s, t) a cat1-Leibniz algebra [Ii} if it satisfies: 

i) st = t and ts = s 
ii) [ker s ,kert] = 0 = [kert ,ker s] 

Therefore we have the category of cat1-Leibniz algebras, Cat1. 

Theorem 12 The categories Cae and XLbn are naturally equivalent. 

Proof. Clear from [4], in the sense of modified category of interest aspect. 
Also: Find detailed calculations in [21]. • 

2 3-Dimensional Leibniz Algebras 

In this section we examine some 3-dimensional structures in L bn. 

2.1 2-Crossed Modules 

Definition 13 A 2-crossed module (L, M, N, fh, 82 ) of Leibniz algebras, is 

defined by a complex of Leibniz algebras L ~ M ~ N, together with 
actions of N on M and L, such that 81 and 82 are module maps, where N 
acts on itself by conjugation. We also have two N -bilinear functions (the 
Peiffer liftings): 

{,h:MxM-+L {,h:MxM-+L 

satisfying the axioms, for all n E N, m, mo, m1 E M and l, lo, h E L: 

i. 82 {mo, m1}1 = (mo)&l(mI) - [mo, m1l 

2. 82 {mo, ml}2 = &l(mo) (m1) - [mo, md 
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3. {82 (lo) , 82 (h)h = - [lo, ll], i = 1,2 

4. {82 (l), m}l = lEh(m) -lm, 
{8dl) , m}2 = -lm 

5. {m,82 (l)}l = - ml, 
{m,82 (l)h = Eh(m)l_ ml 

6. {ml, m2}? = {mI , m2h - {ml,n m2h, i = 1,2 

7. n{ml,m2h = {nm1 ,m2h - {nm2,mlh, 
n{mbm2h = {nm1 ,m2h - {nm2 ,mlh 

{mo, [ml, m2]h = {[mo, ml] , m2}1 - {[mo, m2] , mlh 
8. + {mo, ml}~1(m2) - {mo, m2}~1(ml) 

{[mO,ml] ,m2}1 = {mo, [ml,m2]h + {[mO,m2] ,ml}1 
9. _ {mo, md~1(m2) + {mo, m2}~1(ml) 

{mo, [ml, m2]h = {[mo, ml], m2h - {[mo, m2], mlh 
10. _ {mO,m2}~1(ml) _81(mo) {ml,m2h 

{[mo, mil, m2}2 = {mo, [ml, m2lh + {[mo, m2] , ml}1 
11. + {mo, m2}~1(mt} + 81(mo) {mI, m2h 

We denote the category of 2-crossed modules by X 2Lbn. 

Remark 14 82 is a crossed module, however 81 is not; see (3). 

Lemma 15 Let £, be a simplicial Leibniz algebra with Moore complex of 
length 2. Define: 

If we define the actions N on M with: 

[so (n), m] [m, So (n)] 
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and N on L with 
[SlS0 (n) ,I] [m, SlS0 (I)] 

with the Peiffer liftings {, h,2 : M x M -+ L, such that: 

{mo, mIL = [Sl (mo) ,so (m1) - Sl (m1)] 

{mo, md2 = [so (mo) - Sl (mo) , Sl (m1)] 

then (L, M, N, 01, 02) becomes a 2-crossed module where Oi is defined as the 
restriction of di . 

Proof. By defining hyper crossed complex pairings (see [7] for groups) we 
get the following relations (m, mo, m1 E M, l, 10, h E L): 

[10, sod2 (h)] = 0 = [sod2 (10) ,h) 
[10' Sld2 (ld - h) = 0 = [sld2 (10) - 10, h] 

[slsod1 (m) - So (m) ,l] = 0 = [I, Sls0d1 (m) - So (m)] 
[so (m) - Sl (m) ,sld2 (l) - I] = 0 = [sld2 (l) - I, So (m) - SI (m)] 

[SI (m) ,sod2 (l) - S1d2 (l) + l] = 0 = [sod2 (I) - S1d2 (I) + I, Sl (m)] 

[sld2 (10) ,sod2 (ll) - S1d2 (h)] + [10, h] = 0 = [sod2 (lo) - S1 d2 (10) ,s l d2 (II)] + [10, h] 

Therefore the conditions given in Definition 13 are satisfies. We will not give 
the clear calculations since the similar ones are already done in [1, 3, 20] for 
groups, commutative algebras and Lie algebras. _ 

As a generalization of the previous lemma we can give the following: 

Lemma 16 Let £, be any simplicial Leibniz algebra. Then the complex: 

defines a 2-crossed module with Peiffer liftings: 

{mo, ml}1 = [SI (mo) ,so (ml) - SI (m1)] 

{mo, ml}2 = [so (mo) - SI (mo) , Sl (ml)] 

where the overlines denote the cosets. 
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Theorem 17 The categories X 2Lbn and Simp$2 are naturally equivalent. 

Proof. From Lemma 15 we have the functor: X 2 : SimP9 ~ X2Lbn. 
Conversely let: 

L~M~N 
be a 2-crossed module of Leibniz algebras. If we define the action of M on 
L with being: 

ml =81(m) l- {m, 82 (l)}2 

lm = l81(m) - {82 (l), mh (3) 

we get the semi-direct product Leibniz algebras L ~ M and M ~ N. With a 
similar idea to [14] we can define face and degeneracy morphisms satisfying 
the simplicial identities (1) which lead us to get a 2-truncated simplicial 
Leibniz algebra. Finally, by using the (co)skeleton functors (2) we get a 
simplicial Leibniz algebra with Moore complex of length 2; therefore we get 
the functor 82: X2Lbn ~ Simp$2' _ 

2.2 Crossed Squares 

Definition 18 A crossed square of Leibniz algebras: 

>.' L----iJON 

Al l' 
M----,P 

6' 

consists of four Leibniz algebra homomorphisms such that the diagram above 
commutes, moreover with the actions of P on M, N, L (therefore N acts 
on L via 8; similarly M on L) and also with K--bilinear functions h, hO 
M x N ~ L such that satisfying: 

1. The morphisms ).., )..', 8, 8', 8').. and 8)..' are crossed modules, 
The morphisms ).. and)..' preserve the actions of P on L, 
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2. AhO(x, y) = Yx, A'hO(x, y) = yX 
Ah(x, y) = xY, A'h(x, y) = Xy, 

3. hO(A (l), y) = Yl, hO(x, A' (l)) = lX 
h(A (l), y) = lY, h(x, A' (l)) = xl, 

4. h([m, m'], n) = (h(m, n))m' + m(h(m', n)) 
hO([m, m'], n) = (hO(m, n))m' - (hO(m', n))m, 

5. h(m, [n, n']) = (h(m, n')t + (h(m, n)t' 
hO(m, [n, n']) = n (hO(m, n')) + (hO(m, n)t' , 

6. P(hO(m,n)) = hO(m,Pn) - h(Pm,n) 
P (h(m, n)) = h(Pm , n) - hO(m,P n), 

7. (hO(m, n))P = hO(m, nP) - h(Pm, n) 
(h(m, n))P = h(mP, n) - h(m,P n), 

for alll E L, m, m' E M, n, n' E N, pEP and k E /'i,. 

We denote the category of crossed squares by Crs2. 

Example 19 Let P be a Leibniz algebra and M, N be any two ideals of P. 
If we define: 

then: 

h: (m,n) EM x N t-+ [m,nj E L 
he: (m,n) EM x N t-+ [n,mj E L 

M----"P 
8' 

is a crossed square where L = M n N and A, A', 0, 0' are the inclusion maps. 
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Example 20 Let M .£+ P and N ~ P be two crossed modules of Leibniz 
algebras. Consider the non-abelian tensor product M 0 N. Here M and N 
acts on each other via P [is}. Define the morphisms: 

h: MxN -+ M0N 
(m,n) t-t m0n 

hO : M x N -+ M 0 N 
(m, n) t-t n 0 m 

There exists an action of P on M 0 N with: 

P(m 0 n) = (Pm 0 P n), 
(m 0 n)P = (mP 0 nP), 

for all m 0 n, n 0 m E M 0 N, pEP. 

Then we have a crossed square: 

P(n 0 m) = (Pn 0 P m), 

(n0m)p = (nP0mP) 

)", 
M0N---~)'N 

·1 . j, 
M----~)p 

8' 

where A(m0n) = m n , A(n0m) = nm , X(m0n) = mn and X(n0m) = m n , 

for all m 0 n, n 0 m E M 0 N. 

2.3 Cat2-Leibniz Algebras 

Definition 21 A cat2-Leibniz algebra (L, Sl, t1, S2, t2) consists of cat1-Leibniz 
algebras (L, Si, ti ) such that satisfying the relations: SiSj = SjSi, titj = tjti' 
Sitj = tjSi' i, j = 1,2 for i =/:- j. 

We denote the category of cat2-Leibniz algebras by Cat2 . 

Theorem 22 The categories Cat2 and Crs2 are naturally equivalent. 
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Proof. Let (L, 81, tll 82, t2 ) be a cat2-Leibniz algebra. By using the inclusion 
maps, we have the crossed square: 

Ker81-----~) P 

therefore we have the functor Sq2: Cat2 --+ Crs2. Conversely, let: 

A' L--,---) N 

'1 l' M----,P 
5' 

be a crossed square. We can construct cat1 Leibniz algebras (L ><I M, 81, t 1) 

and (N XI P, 82, t 2) by using crossed modules L ~ M and N -4 P. Also 
there exist an action of N ><I P on L ><I M with: 

(N ><I P) x (L ><I M) ---+ L ><I M 
((n,p), (l,m)) 1---+ (nl + Pl + hO(m,n), Pm) 

and 
(N ><I P) x (L ><I M) ---+ L ><I M 

((n,p), (l, m)) 1---+ (In + lP + h(m, n), mP) 

Thus (L ><I M) ><I (N ><I P) is a Leibniz algebra and finally 

((L ><I M) ><I (N ><I P),81,tl,82,t2) 

is a cat2-Leibniz algebra, obtained from cat1-Leibniz algebras (L XI M, 811 t 1) 

and (N ><I P, 82, t2)' So we get the functor C2: Crs2 --+ Cat2. • 
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Lemma 23 Let 

be a crossed square. Then the complex 

L.!4MXJN~P 

defines a 2-crossed module with Peiffer lijtings: 

{(m, n), (m', n')h = hO(m', n) 

{(m,n) , (m',n')h = h(m,n') 

for all (m, n), (m', n') E M XJ N; where: 

02(1) = (-A(l), X(I)) 
01 (m", n") = 8'(m") + 8(n") 

for aliZ E L, (m",n") E M XJ N. Here M XJ N acts on L with: 

(m,n)z = nl, 

for all (m,n) E M XJ N and IE L. 

z(m,n) = zn 

Therefore we have the functor (-h: Crs2 -+ X2Mod. 

Proof. Since 

02 {(m, n), (m', n')}1 = (-AhO(m', n), A'hO(m', n)) 
= (_nm" nml) 

and 

(m, n)&l(ml,nl) - [(m, n), (m', n')] = (m, n)81(ml)+6(nl) - [(m, n), (m', n')] 

= ([m, m'l + mnl, nml + tn, n'l) 

- ([m, m'] +n m' + mn', tn, n'l) 

= (_nm" nml ), 
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the second condition of Definition 13 is satisfied. The other conditions also 
hold by direct checking. _ 

Lemma 24 We can also adapt the functor M( -,2): Simp -+ Crs2 to Leib­
niz algebms easily, which is defined for commutative algebms in [2}. 

Finally: 

Corollary 25 The functors we defined above, fit in a single diagmm: 
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Abstract 

Let G be a finite group. Then the relative commutativity degree 
of a subgroup H of G is the number of pairs (h, g) E H x G such that 
hg = gh divided by IH~IGI. We define a graph denoted by ra which 
is an undirected simple graph whose vertices are all subgroups of G 
and two distinct vertices Hand K are adjacent if d(H, G) t= d(K, G). 
We discuss about some basic properties of the graph and state some 
conditions for a group G under with the graph r a is complete 3,4 or 
5 partite. Finally, we determine this graph for dihedral group D2n 

where n 2 3. 
Keywords: Relative commutativity degree, diameter, girth, dihe­
dral groups. 
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1 Introduction 

Let G be a finite group and H be a subgroup of G. The relative commuta­
tivity degree is defined as the ratio 

1 
d(H, G) = IHIIGI1{(h,g) E H x G: hg = gh}l. 

The relative commutativity degree was introduced by the second author 
in 2007 (see [3]for more details). It is a generalization of commutativity 
degree d( G) = d( G, G) which was defined by Miller in 1974 (see [10]). 
There are some results on the commutativity degree and related commu­
tativity degree in a series of papers, for instance [1, 3, 4, 7, 9]. Recently, 
Barzegar et al (see [1]) considered the structure of all groups G in which 
D(G) = {d(H, G) : H ~ G} has size 3. Later, Farrokhi and the second 
author [5] determined groups G such that I D( G) I = 4. 
In this paper, we introduce a graph associated to the above relative com­
mutativity degrees as the following: 

Definition 1.1. For a finite group G, the graph r G is a graph whose vertices 
are all subgroups of G and two distinct vertices Hand K are adjacent if 
d(H, G) ¥ d(K, G). 

In this section, we remind some basic definitions in graphs and groups 
which are necessary in the paper. In Section 2, some basic properties of 
this graph are discussed. For instance, connectivity, diameter and girth 
are determined. Section 3 is devoted to a consideration of group G whose 
associated graph r G is complete 3 or 4 or 5 partite. In section 4, this graph 
for dihedral group of order 2n wherever n is even or odd are discussed. 

Now, we remind some basic definitions in graphs and groups which are 
needed. A graph X consists of a vertex set V(X) and an edge set E(X), 
where an edge is an unordered pair of distinct vertices of X. We will usually 
use xy or x - y to denote an edge. If x - y is an edge, then we say that x 
adjacent to y. A simple graph is a graph with no loops and multiple edges. 
A complete graph is a graph in which every two vertices are adjacent. The 
complete graph with n vertices is denoted by Kn. A k-partite graph is a 
graph whose vertices can be partitioned into k disjoint sets so that no two 
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vertices within the same set are adjacent. The diameter of a graph X is the 
longest distance between two vertices in graph. The girth of a graph is the 
length of a shortest cycle contained in the graph. Let k > 0 be an integer. 
A k-vertex coloring of a graph X is an assignment of k colors to the vertices 
of X such that no two adjacent vertices have the same color. The vertex 
chromatic number X(X) of a graph, is the minimum k for which X has a 
k-vertex coloring. A subset of the vertices of X is called a clique, if the 
induced subgraph of vertices of X is a complete graph. The maximum size 
of a clique in a graph X is called the clique number of graph and denote 
by w(X). A subset of the vertices of X is called an independent set if the 
induced subgraph on X has no edges. The independence number of X is 
the maximum size of an independent set of vertices and is denoted by a( X). 
A subset D of the vertices of X is said to be a dominating set if for every 
vertex outside of D there is a vertex in D and edge between them. The 
minimum size of a dominating set is called dominating number and denote 
it by I'(X). A planer graph is a graph that can be embedded on the plane in 
such a way that its edges intersect only at their endpoints. In other words, 
it can be drawn in such a way that no edges cross each other. A I-planer 
graph is a graph that can be drown in the plane in such a way that each 
has at most one crossing point, where it crosses a single additional edge. 
Two groups G l and Gz are called isoclinic if there are isomorphism a from 
GI/Z(G l ) to Gz/Z(Gz) and f3 from the derived subgroup G~ to G~ such that 
if a(xlZ(Gl)) = yIZ(GZ) and a(xzZ(GI)) = yzZ(Gz) with Xl, Xz E GI and 
Yl, Yz E Gz, then f3([xt, xz]) = [YI, yz]. We say that GI and Gz are isoclinic, 
writing briefly GI f'J Gz. A group G is said to be a nilpotent group if there 
exists central series of G defined as {I} = Go ~ Gl ~ ... Gn = G such that 
Gi :s:.l G, G~:l :::; Z(~) for 0 ~ i ~ n - 1. A group G is called Frobenius 
group if there are proper subgroup Hand K of G such that G = H K and 
H n Hg = 1 for every 9 E G \ H. 

In this paper, we assume that all graphs are simple and all groups are fi­
nite. Moreover all notations and terminologist about the graphs and groups 
are standard (for instance see [11, 6]). 
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2 Basic properties of r G 

As we mentioned earlier in the previous section, r G is an undirected simple 
graph. First, let us remind the following definition from [1] which plays an 
important role in this paper. 

Definition 2.1. Let G be a finite group. Then we denote 

D(G) = {d(H, G) : H ~ G}. 

It is obvious that if H is the identity subgroup or generally if H is a 
central subgroup, then d(H, G) = 1. So D(G) always contain an integer l. 
Also, we know that d(G, G) = d(G). Thus 1, d(G) E D(G). We can easily 
see that ID(G)I = 1 if and only if G is an abelian group. In this case, the 
graph r a consists of some isolated vertices and so is disconnected. One can 
cheek that there is not any group G with ID(G)I = 2 and so ID(G)I ;::: 3, 
for every non-abelian group G. Now, assume that G is a finite non-abelian 
group and D(G) = {I = d1, d2 , d3 , ... , dn} and Vi = {H ~ G : d(H, G) = 
di }, for i = 1,2, ... , n. Then the graph r G. is complete n-partite graph 
with vertex set V = Vi U V2 U ... U Vn . It is clear that for every i size of 
the subset Vi is at least one. So, if S( G) is the set of all subgroups of G, 
then ID(G)I = n ~ IS(G)I. In the case that n = IS(G)I, we should have 
IViI = 1 for every 1 ~ i ~ n and so that graph ra is a complete graph 
Kn. Therefor, diam(ra) = 1 in this case. Furthermore, independence, 
chromatic and dominating numbers are 1, nand 1, respectively. Thus, from 
now on we may consider the case that G is finite non-abelian group and 
ID(G)I < IS(G)I· 
In the following theorem, we determine diameter of r G, precisely. 

Theorem 2.2. Let G be a non-abelian finite group. Then 

1 if ID(G)I = IS(G)I 
diam(rG) = { 2 

Otherwise 

Proof. Since G is non-abelian, ID(G)I ;::: 3 and assume that V(ra) = VI U 

~ U ... U Vn, where n = ID(G)I = 1{1 = db d2 , d3 , •.• , dn}1 ;::: 3 and 
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Vi = {H ~ G : d(H, G) = dd. If S(G) = {H : H ~ G}, and n = IS(G)I, 
then as we mentioned before, IViI = 1\121 = .. . IVnl = 1 and n = IV(fG)I. 
Hence fG is a complete graph Kn and so diam(fG) = 1. Now, assume 
that n < IS(G)I. Then there exists a subset Vi of the vertex set such that 
IViI ~ 2. If Hb H2 E Vi then HI and H2 are not adjacent. Take a subgroup 
Ha from any subset Vj, i =f. j, then we will have a path HI - Ha - H2 of length 
2. On other hand, we always have diam(fG) ~ 2. Hence diam(fG) = 2, in 
this case. 0 

One may note that if G is non- abelian then f G is connected. The 
following theorem determines the girth of this graph. 

Theorem 2.3. Let G be a non-abelian group. Then girth(fG) = 3. 

Proof. Since G is a non-abelian we have V(fG) = Vi U \12 U ... U Vn , where 
n ~ 3. Thus take three subgroups HI! H2 , Ha from Vi, \12, va, respectively. 
Then we will have a triangle HI - H2 - Ha - HI and so girth(fG) = 3. 0 

Now, we are going to find some numerical invariants of graph f G . First, 
assume that G is a non-abelian, D(G) = {I ~ db d2, da, ... , dn}, V(fG) = 
VI U \12 U ... U Vn and IViI = mi, where 1 ~ i ~ nand n ~ 3. It is clear that 
IV(fG)1 = mi + m2 + ... + mn . Thus we may state the following results. 

Theorem 2.4. Let G be a non-abelian group. Then by the above notations 
we have 

(i) a(f G) = max{ mI! m2, ... , m n } 

(ii) "Y(fG) = min{n, ml, m2,' .. ,mn } 

(iii) w(fG) = X(fG) = n 

Proof· 

(i) It is obvious that every subset Vi is an independent set and there is no 
independent set having elements form at least two subsets Vi and Vj. Hence 
the size of the largest subset Vi is an independence number and the result 
follows. 
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(ii) It is clear that every subset Vi is a dominating set. Moreover, if we take 
one subgroup Hi of Vi, for 1 ~ i ~ n, then the set D = {Hb H2 , ••• , Hn} is 
also dominating set. Hence the dominating number is the minimum size of 
subsets Vi, V2 , ••• , Vn and D. 

(iii) It is very straightforward. 0 

Theorem 2.5. Let G1 and G2 be two isoclinic groups. Then they have the 
same chromatic and clique numbers. 

Proof. By Lemma 4.4 in [1], we have D(G1) = D(G2) and so the proof 
follows immediately. 0 

The end of this section deals with planarity and I-planarity of r Gunder 
with the graph r G is complete 3,4 or 5 partite. 

Theorem 2.6. Suppose that G is a non-abelian, D(G)={I=dl , d2 , d3 , .•• , dn }, 

V(rG) = VI U V2 U ... U Vn and IViI = mi, where 1 ~ i ~ n. 

(i) If n = 3 then rG is planar if and only if ml ~ 3, m2 = m3 = 1 or 
ml, m2, m3 ~ 2 . 

. (ii) If n = 4 then r G then r G is planar if and only if ml = 1 or 2, 
m2 = m3 = m4 = 1. 

Proof. It follows by [8] and the fact that when a complete multi partite 
graphs are planar. 0 

By the above notations, we can consider I-planarity as the following 
theorem. 

Theorem 2.7. Let G be a finite non-abelian group then by the same no­
tations as in Theorem 2.6 we have the following: 

(i) Ifn = 3 then rG is 1-planar if and only if 1 ~ ml ~ 6, m2 = m3 = 1 or 
2 ~ ml ~ 6 , m2 = 2, m3 = 1 or 2 ~ ml ~ 4 and m2 = 3, m3 = 1. 

(ii) If n = 4 then rG is 1-planar if and only if 1 ~ ml ~ 6, m2 = m3 = 
m4 = 1 or 2 ~ ml ~ 3, m2 = 2, m3 = m4 = 1 or ml = m2 = m3 = 2, 
1:::; m4:::; 2. 
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(iii) Ifn = 5 then fG is i-planar if and only if 1 S; ml S; 2 and m2 = m3 = 
m4 = m5 = 1 or ml = m2 = 2, m3 = m4 = m5 = 1. 

(iv) If n = 6 then fG is i-planar if and only if ml = m2 = m3 = m4 = 
m5 = m6 = 1 

(v) If m ~ 7, then f G contains K 7 as a subgraph, hence it cannot be i­
planar. 

Proof. It follows by [2] and the similar method as the proof of Theorem 
2.6. D 

Example 2.8. Let D2p be dihedral group of order 2p, where p is a prime 
number, then f D2P is a planar graph. Because f D2P is complete 3-partite 
graph by a result that we will state later in section 4 the number of vertexes 
in every part are 1,1 and p + 1. So f D2P is a planar graph. We can also 
easily see that f D2p is i-planner, if p is 2, 3 and 5, by Theorem 2.7. 

3 Complete 3,4 and 5-partite graphs 

In this section, we study the structure of some groups such that their related 
graphs are complete 3,4 or 5-partite graphs. As we mentioned earlier in 
section 1, it is not possible that fG is complete or complete bipartite graphs, 
when G is not abelian. 

Theorem 3.1. Let G be a finite non-nilpotent group such that GjZ(G) is 
a non-cyclic group of order pq, where p and q are distinct primes p > q. 
Then f G is a complete 3-partite graph. 

Proof Suppose that G is a finite non-nilpotent group such that IGjZ(G) I = 
pq, p > q. Let H be a non-centeral subgroup of G then d(HZ(G), G) = 
d(H, G) and we may assume that Z(G) ~ H. Thus HjZ(G) t'V Zp or Zq. 
In the first case, if HjZ(G) t'V Zp then for h (j. Z(G), ICG(h)jZ(G)1 = p 
therefor IhGI = q. Thus 

111 
d(H, G) = IHI (L IhGI + L IhGI) 

hEZ(G) hEH\Z(G) 

1 1 1 1 1 
- jHj(IZ(G)1 + (p - l)IZ(G)lq) = p + q - pq 
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In the second case, if H/Z(G) ~ Zq then we have 

I I I 
d(H, G) = IHI( L IhGI + L IhGI) 

hEZ(G) hEH\Z(G) 

I I I I I 
- jHj(IZ(G)1 + (q - 1)IZ(G)lp) = p + q - pq 

On the other hand, G = Z(G) is a Frobenius group with Frobenius kernel, 

K = z{a) f'.J Zp and complement H = zfa) f'.J Zq. Thus IxGI = IhGI = p and 
we have 

I I I I 
d(G) = -IGI( L IxGI + L IxGI + L IxGI) 

XEZ(G) XEK\Z(G) XEG\K 

- I ~I (I Z ( G) I + (p - I) I Z ( G) I ~ + (pq - p) I Z ( G) I ~) 
I I I - -+---P q2 pq2 

Therefore D(G) = {I, ~ + ~ - ~, ~ + q12 -~} and so ID(G)I = 3. Hence 
the proof is completed. 0 

Theorem 3.2. Let G be a finite group such that IG / Z ( G) I = p3. 

(i) If G has no maximal abelian subgroup, then r G is a complete 4-partite 
graph. 

(ii) If M is a maximal abelian subgroup ofG, then rG is a complete 5-partite 
graph. 

Proof· 

(i) If G has not maximal abelian subgroup, then for every x E G\Z(G), 
we have ICG(X)I = p/Z(G)I and if H is a subgroup of Z(G) such that 
[H: Z(G)] = pi, then 

I I I 
d(H, G) = IHI( L IhGI + L IhGI) 

hEZ(G) hEH\Z(G) 

I I I . I 
- jHj (I Z ( G) I + (I H I - I Z ( G) I) p2) = pi (I + (pt - I) p2 ). 
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Thus D(G) = {I, p2+;_1, 2p;;1, p3+;,2_1} which implies that rG is a complete 
4-partite graph. 

(ii) Assume that M is a maximal abelian subgroup of G. Suppose that H 
is a subgroup of Z( G), then we have the following cases: 
(a) If H = Z(G) then d(H, G) = 1. 
(b) If [H : Z(G)] = p, H 1= M then d(H, G) = p2;~_1. 
(c) If [H : Z(G)] = p, H ~ M then d(H, G) = 2~21. 
(d) If H = M then d(H, G) = P2;~_1. 
(e) If [H : Z(G)] = p2, H =f= M then IH n MI = pIZ(G)I, then 

d(H G) = IHIIGI + (IH n MI-IZ(G)l)p2IZ(G)1 + (IHI-IH n MI)pIZ(G)1 
, IHIIGI 

3p- 2 

P 
3 . 

(1) If H = G, then 

d(H G) = IHIIGI + (IMI-IZ(G)l)p2IZ(G)1 + (IGI- IMl)pIZ(G)1 
, IGI2· 

2p2 -1 
- p4 

Therefor we have D(G) = {I, 2~21, p2;~_1, 3~32, 2P;il} and so rG is a com­
plete 5-partite graph, as required. D 

4 Special case G = D2n 

The last section of the paper is devoted to a consideration of rG , when G 
is a dihedral group of order 2n. First, we remind the following lemma from 
[1] 

Lemma 4.1. Let G = D2n be a dihedral group of order 2n, then 

{ 
2r(n) - 1 

ID(G)I = 
2rr(m) - 1 n = 2rm, m is an odd number and r ~ 1 

n is an odd number 
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where 1"( n) is the number of the divisor of n. 

Theorem 4.2. Let D2n be a dihedral group of order 2n, and k be an odd 
prime number. Then r D2n is a complete 2k - I-partite graph if n is one of 
the forms 2k, pk-l and 2pk-l, for some odd prime p 

Proof. Assume that rD2n is complete 2k -I-partite graph. Then we should 
have ID(D2nl = 2k - 1. Thus, by Lemma 4.1 we have the following cases. 

(i) I D( D2n I = 21"( n) -1, when n is an odd number. In this case, we must have 
21"(n) - 1 = 2k - 1 which implies that 1"(n) = k. Thus if n = p~lp~2 ... P:', 
then 1"(n) = (el + 1)(e2 + 1) ... (es + 1). Since k is an odd prime number, 
so k = (ei + 1)(ej + 1), for some 1 ~ i =j:. j ~ s. Hence n = p;-l or Pj-l as 
required. 

(ii) ID(D2nl = 2r1"(m) - 1, where n = 2rm, rri is an odd prime and r ~ 1. 
We have 2r1"( m) - 1 = 2k - 1 which implies that r1"( m) = k. It is clear 
that if r = 1, then 1"(m) = k, so m = pk-l, for some odd prime p. Therefor, 
n = 2pk-l. If r = k, then 1"(m) = 1, so m = 1. Consequently n = 2k and 
the proof is completed. 0 

The following theorem is a direct consequence of the above theorem 
which states that when r D2n is complete m-partite graph, 2 ~ m ~ 5 or m 
is even number. We omit the proof. 

Theorem 4.3. Let D2n be dihedral group of order 2n, and p be an arbitrary 
prime number. Then 

(i) rD2n is complete 3-partite graph, if n = p or n = 2p. 

(ii) rD2n is complete 5-partite graph, if n = p2 or n = 2p2. 

(iii) r D2n can not be complete k-partite graph if k is an even number. 

Finally, we give the following examples which confirm our results. One 
can observe that subgroups of D2n are as the form < ak >, < alb> or 
< a\ alb >, where kin and 1 = 0, 1, ... ~ - 1. 
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Example 4.4. 

(i) Suppose Ds = (a, b : a4 = b2 = 1, ab = a-l) and Hi, 1 ::; i ::; 10 are 
subgroups of Ds as the following, 

Hl = {e},H2 = {1,a2},H3 = {1,a,a2,a3},H4 = {1,b},H5 = {1,ab}, 
Ha = {1,a2b},H7 = {I, a3b}, Hs = {1,a2,ab,a3b},H9 = {1,a2,b,a2b}, 
HlO = G. 

Then we can see that d(Hb G) = d(H2' G) = 1, d(Hi, G) = 12/16 for 
3 ::; i ::; 9, d(H 10, G) = 10/16. Then rDs is a complete 3-partite graph. 

(ii) Let DlO = (a, b : a5 = b2 = 1, ab = a-l) be dihedral group of order 10 
and Hi, 1 ::; i ::; 8 be subgroups of DlO as the following 

HI = {e},H2 = {1,a,a2,a3,a2},H3 = {1,ab},H4 = {1,a2b},H5 = {1,a3b}, 
H6 = {I, a4b}, H7 = {I, b}, Hs = G. 

It is clear that d(HI' G) = 1, d(Hi' G) = 3/5 for 2::; i ::; 7, d(Hs, G) = 2/5. 
Thus r DlO is a complete 3-partite graph. 

(iii) Let Qs = {I, -1, i, -i,j, -j, k, -k} be quaternion group of order 8 then 
all subgroups of Qs are 

HI = {e}, H2 = {I, -1, i, -i}, H3 = {I, -l,j, -j}, H4 = {I, -I, k, -k}, 
H5=G. 

Therefor d(Hb G) = 1, d(Hi' G) = 12/16 for 1 ::; i ::; 5, d(G, G) = 10/16. 
Then r Qs is a complete 3-partite graph. 
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Abstract 
We define that prime equation 

.t; (J:,.", P,,),." ,fk(~'" ~ P,,) (5) 

are polynomials (with integer coefficients) irreducible over integers, where 

~""'p" are all prime, If Jiang's function In+l(w)-O then (5) has finite 

prime solutions. If I n+1 (w) pi 0 then there are infinitely many primes ~"'" P" 
such that .t;,. .. fk are primes, We obtain a unite prime formula in prime 

distribution 

1'&k+1 (N,n + 1) - j{;:, .. "Pn 50 N : .t;, .. ·,fk are k primes}1 

_ fr (de fttlxJn+I(W)Wk Nn (1+0(1». 
~J g i n!ql+n(w) logk+n N 

(8) 

Jiang's function is accurate sieve function. Using Jiang's function we prove 
about 600 prime theorems [6]. Jiang's function provides proofs of the prime 
theorems which are simple enough to understand and accurate enough to be 
useful. 

Mathematicians have tried in vain to discover some order in the 
sequence of prime numbers but we have every reason to believe that there are 
some mysteries which the human mind will never penetrate. 

Leonhard Euler 
It will be another million years, at least, before we understand the 

primes. 
Paul Erd5s 

Copyright © 2016 by Hadronic Press Inc., Palm Harbor, FL 34682, U.S.A. 
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Suppose that Euler totient function 

;(ro) - II(P-l) - 00 as ro - 00, 
2"P 

(1) 

where ro - II P is called primorial. 
2"P 

Suppose that (ro, hi) - 1, where i-l,"',;( ro). We have prime equations 

~ - ron + 1, ... , p;(Q/) - ron + h;(Q/) (2) 

where n - 0,1,2, .. ·. 
(2) is called infinitely many prime equations (IMPE). Every equation has 

infmitely many prime solutions. We have 

l n(N) . 
nil, - 1 ---(1+0(1»., 

I" ;(ro) 
P, -II, (mod Q/) 

0) 

where n lit denotes the number of primes ~:s; N in ~ - ron + hi n - 0,1,2, ... , 

n(N) the number of primes less than or equal to N. 
We replace sets of prime numbers by IMPE. (2) is the fundamental tool for 
proving the prime theorems in prime distribution. 

Let ro - 30 and ;(30) - 8. From (2) we have eight prime equations 

~ - 30n + 1, ~ - 30n + 7, ~ - 30n + 11, ~ - 30n + 13, Ps - 30n + 17 , 

~ - 30n + 19, P, - 30n + 23, Pg - 30n + 29, n - 0, I, 2, ... 
Every equation has infinitely many prime solutions. 
THEOREM. We define that prime equations 

It (~"'" P,,),"', h(~,'" ,P,,) 

(4) 

(5) 

are polynomials (with integer coefficients) irreducible over integers, where 

~'''''p" are primes. If Jiang's function In+t(ro) - 0 then (5) has finite prime 

solutions. If J n+t (ro) .. 0 then there exist infinitely many primes ~, ... , P" 
such that each h is a prime. 
PROOF. Firstly, we have Jiang's function [1-11] 

In+1(ro) - BJ(p-I)n - x(p)] , (6) 
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where X(P) is called sieve constant and denotes the number of solutions for 

the following congruence 
/c 

BJ;(%, .. ·,qn).O (modP) , 

where ql -l, .. ·,P-l, .. ·,qn -l, .. ·,P-l. 

I n+1 (w) denotes the number of sets of ~'"'' ~ prime equations such that 

ft(~'''''~)'''',h(~,''''~) are prime equations. If In+l(w) - 0 then (5) has 

finite prime solutions. If In+l(w) pe 0 using X(P) we sift out from (2) prime 

equations which can not be represented ~, ... , ~ , then residual prime equations 

of (2) are ~,,, "~ prime equations such that ft(~, .. ·,~), .. ·, h(~," .,~) 

are prime equations. Therefore we prove that there exist infinitely many 

primes ~'''''~ such that It(~, .. ·,~), .. ·, h(~,""~) are primes. 

Secondly, we have the best asymptotic formula [2,3,4,6] 

.1t'/C+I (N,n + 1) -I{~," "Pn ~ N: It, .. ·,f/c are k primes}1 

_ ri (de 1')-1 X In+l(w)w/c ir (1+0(1». 
~J g J I n !ql+n (w) log/c+n N 

(8) 

( 8) is called a unite prime formula in prime distribution. Let n - 1, k - 0, 

J2 (w) - tP( w) . From (8) we have prime number theorem 

.1t'1(N,2) -I{~ ~ N: ~is prime] = ~(1+0(1».. (9) 
logN 

Number theorists believe that there are infinitely many twin primes, but they do 
not have rigorous proof of this old conjecture by any method. All the prime 
theorems are conjectures except the prime number theorem, because they do not 
prove that prime equations have infinitely many prime solutions. We prove the 
following conjectures by this theorem. 

Example 1. Twin primes P,P + 2 (300BC). 
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From (6) and (7) we have Jiang's function 

J2(m)- IT(P-2)060. 
3sP 

Since J2(m),. 0 in (2) exist infinitely many P prime equations such that 

P + 2 is a prime equation. Therefore we prove that there are infinitely many 

primes P such that P + 2 is a prime. 

Let m - 30 and J2(30) - 3. From (4) we have three P prime equations 

~ - 30n + 11, Ps - 30n + 17, Pa - 30n + 29 . 

From (8) we have the best asymptotic formula 

.1Z'2(N,2)-I{p$N:P+2prime~- J2~m)m ~ (1+0(1» 
4> (m) log N 

- 2 IT (1- 1 2) ~ (1+0(1». 
3sP (P-l) log N 

In 1996 we proved twin primes conjecture [1] 

Remark. J2 (m) denotes the number of P prime equations, 

m N (1 + 0(1» the number of solutions of primes for every P prime 
4>2 (m) log2 N 

equation. 

Example 2. Even Goldbach's conjecture N - ~ + ~. Every even number 

N li!: 6 is the sum of two primes. 
From (6) and (7) we have Jiang's function 

P-l 
J2(m) - IT(P-2) IT - 06 O. 

3sP PIN P-2 

Since J2 (m) ,. 0 as N - 00 in (2) exist infinitely many ~ prime equations 

such that N - ~ is a prime equation. Therefore we prove that every even 

number N li!: 6 is the sum of two primes. 
From (8) we have the best asymptotic formula 
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I{ . 11 J (m)m N 
J'C2(N,2)= ~~N,N-~prtmeJI- 22 2 (1+0(1)). 

4> (m) log N 

-2n(1- 1 )n P-l N (1+0(1)) 
3"P (P_l)2 piN P-21og2 N . 

In 1996 we proved even Goldbach's conjecture [1] 

Example 3. Prime equations P,P + 2,P + 6. 

From (6) and (7) we have Jiang's function 

J 2(m)- n(p-3)p!0, 
s"p 

J2 (m) is denotes the number of P prime equations such that P + 2 and 

P + 6 are prime equations. Since J2 (m) p! 0 in (2) exist infinitely many P 

prime equations such that P + 2 and P + 6 are prime equations. Therefore 

we prove that there are infinitely many primes P such that P + 2 and P + 6 

are primes. 

Let m - 30, J 2 (30) - 2. From (4) we have two P prime equations 

~ - 30n + 11, Ps - 30n + 17 . 

From (8) we have the best asymptotic formula 

I . I J (m)m 2 N 
J'C3(N,2)- {P~N:P+2,P+6areprtmes} - 23 3 (1+0(1)). 

4> (m) log N 

Example 4. Odd Goldbach's conjecture N - ~ + ~ + ~. Every odd number 

N OP: 9 is the sum of three primes. 

From (6) and (7) we have Jiang's function 

Since J3 (m) P! 0 as N - 00 in (2) exist infinitely many pairs of ~ and ~ 

prime equations such that N - ~ - ~ is a prime equation. Therefore we prove 

that every odd number N OP: 9 is the sum of three primes. 
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From (8) we have the best asymptotic formula 

3) I{ . . 11 J3 (w)w N 2 (1» 1r2(N, - ~,~~N.N-~-~pnmeJl- 3 3 (1+0 . 
2f/J (w) log N 

-II 1+ II 1- 1+01. ( 1) ( 1) N 2 

3"P (p_1)3 PjN p 3 -3P+3 log3 N ( ( » 

Example 5. Prime equation ~ - ~~ + 2 . 
From (6) and (7) we have Jiang's function 

J3(w) = II (p2 - 3P + 2)pI 0 
3"P 

J3 (w) denotes the number of pairs of ~ and ~ prime equations such that 

~ is a prime equation. Since J 3(w) pi 0 in (2) exist infmitely many pairs of 

~ and ~ prime equations such that ~ is a prime equation. Therefore we 

prove that there are infinitely many pairs of primes ~ and ~ such that ~ 

is a prime. 
From (8) we have the best asymptotic formula 

1r2(N,3)-I{~,~ ~N:~~ +2prime]- J3~W)W ~2 (1+0(1». 
4f/J (w) log N 

Note. deg(~~) - 2. 

Example 6 [12]. Prime equation ~ _ ~3 + 2~3 . 

From (6) and (7) we have Jiang's function 

J3(w)- II [(P_1)2 -x(P)] plO, 
3"P 

P-l P-l 

where x(P) - 3(P -1) if 2 3 .1(modP); x(P) - 0 if 2 3 IJft1(modP); 

x(P) - P-l otherwise. 

Since J3(w) pi 0 in (2) there are infinitely many pairs of ~ and ~ prime 

equations such that ~ is a prime equation. Therefore we prove that there are 

infmitely many pairs of primes ~ and ~ such that ~ is a prime. 



- 199 -

From (8) we have the best asymptotic formula 

I 3 3· I J3(W)W N 2 
1&2 (N,3) - {~,P2 ~ N: ~ + 2P2 pnme} - 3 3 (1 + 0(1». 

6f/J (w) log N 

Example 7 [13]. Prime equation ~ _ ~4 + (~ + 1)2. 
From (6) and (7) we have Jiang's function 

J3(w) - n [(P_l)2 - X(P)] pi! 0 
3sP 

where X(P) - 2(P-l) if P -1(mod4); X(P) - 2(P-3) if P -1(mod8) ; 

X(P) - 0 otherwise. 

Since J3 (w) ;II 0 in (2) there are infinitely many pairs of ~ and ~ prime 

equations such that ~ is a prime equation. Therefore we prove that there are 

infinitely many pairs of primes ~ and ~ such that ~ is a prime. 
From (8) we have the best asymptotic formula 

1C2(N,3)-I{~,~~N:~ prime~_J3\W)W ~2 (1+0(1». 
8f/J (w) log N 

Example 8 [14-20]. Arithmetic progressions consisting only of primes. We 
define the arithmetic progressions of length k. 

~,~ - ~ +d,~ - ~ +2d,···,~ - ~ +(k-l)d,(~,d) -1. (10) 

From (8) we have the best asymptotic formula 

1&2 (N,2) -I{~ ~ N: ~,~ + d, .. ·,~ + (k -l)d are primes}1 

If J2(w) - 0 then (10) has finite prime solutions. If J2(W);II 0 then there are 

infinitely many primes ~ such that ~""'~ are primes. 
To eliminate d from (10) we have 

~ - 2~ - ~, ~ - (j -l)~ - (j - 2)~, 3 ~ j ~ k . 

From (6) and (7) we have Jiang's function 
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J3(W) - II (P-1) II (P-I)(P-k+ 1) ~ ° 
3sP<k ksP 

Since J3(w) pi ° in (2) there are infinitely many pairs of ~ and ~ prime 

equations such that ~" .. , ~ are prime equations. Therefore we prove that 

there are infinitely many pairs of primes ~ and ~ such that~, .. ·,~ are 

pnmes. 
From (8) we have the best asymptotic formula 

3rk_I (N,3) -I~,~ $ N:(j -I)~ -(j -2)~ prime, 3 $ j $ k] 

_ J3 (w )Wk- 2 N 2 (1 + 0(1» 
2fjl (w) logk N 

1 p k- 2 p k- 2(P_k+I) N 2 

DI - II II (1 + 0(1» . 
2 2sP<k (P _l)k-l ksP (P _I)k-I logk N 

Example 9. It is a well-known conjecture that one of P, P + 2, P + 22 is always 

divisible by 3. To generalize above to the k - primes, we prove the following 

conjectures. Let n be a square-free even number. 

1. P,P+n,P+n2, 

where 31(n + 1). 

From (6) and (7) we have J2(3)-0, hence one of P,P+n,P+n2 is always 

divisible by 3. 

2. P,P+n,P+n2 , .. ·,P+n\ 

where 51(n +b),b - 2,3. 

From (6) and (7) we have J2(5)-0, hence one of P,P+n,P+n2, .. ·,P+n4 

is always divisible by 5. 

3. P,P+n,P+n2,· .. ,P+n6, 

where 71(n+b),b-2,4. 

From (6) and (7) we have J2(7)-0, hence one of P,P+n,P+n2, ... ,P+n6 

is always divisible by 7. 

4. P,P+ n,P+ n2 , ... ,P+ nlO , 
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where lll(n + b),b - 3,4,5,9. 

From (6) and (7) we have J2(11)-0, hence one of P,P+n,P+n2, .. ·,P+nIO 

is always divisible by 11. 

S. P, P + n, P + n2, ... , P + nl2 , 

where 131( n + b), b - 2,6, 7,11. 

From (6) and (7) we have J2 (13) - 0, hence one of P, P + n, P + n2 , ... , P + nl2 

is always divisible by 13. 

6. P,P+n,P+n2, .. ·,P+nI6 , 

where 171(n + b),b - 3,5,6,7,10,11,12,14,15. 

From (6) and (7) we have J2(17)-0, hence one of P,P+n,P+n2, .. ·,P+nI6 

is always divisible by 17. 

7. P,P+n,P+n2, ... ,P+nI8, 

where 191(n + b),b - 4,5,6,9,16.17. 

From (6) and (7) we have J2(19)-0, hence one of P,P+n,P+n7,. .. ,P+nI8 

is always divisible by 19. 

Example 10. Let n be an even number. 

1. P, P + nl, i-I, 3, 5, ... , 2k + 1, 

From (6) and (7) we have J2(co) fill O. Therefore we prove that there exist 

infmitely many primes P such that P,P+ nl are primes for any k. 

2. P,P + n',i - 2,4,6, .. ·,2k. 

From (6) and (7) we have J2 (co) .. O. Therefore we prove that there exist 

infmitely many primes P such that P,P+nl are primes for any k. 

Example 11. Prime equation 2~ - ~ + ~ 

From (6) and (7) we have Jiang's function 

J3(m) - ll(P2 -JP+2) .. O. 
31SP 

Since J3 (co) pi 0 in (2) there are infinitely many pairs of ~ and ~ prime 

equations such that ~ i~ prim~ ~q1Jati9n~! Tlwr~f(m~ W~ pmY~ tlt~t tlt~r~ ~r~ 

infmitely many pairs of primes ~ and ~ such that ~ is a prime. 
From (8) we have the best asymptotic formula 
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.7r2(N,3)-I{~,~ ~N:~ prime]- J3\m)m ~2 (1+0(1». 
2</> (m) log N 

In the same way we can prove 2~2 - ~ + ~ which has the same Jiang's 

function. 
Jiang's function is accurate sieve function. Using it we can prove any 
irreducible prime equations in prime distribution. There are infinitely many 
twin primes but we do not have rigorous proof of this old conjecture by any 
method [20]. As strong as the numerical evidence may be, we still do not even 
know whether there are infinitely many pairs of twin primes [21]. All the prime 
theorems are conjectures except the prime number theorem, because they do not 
prove the simplest twin primes. They conjecture that the prime distribution is 
randomness [12-25], because they do not understand theory of prime numbers. 
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Abstract 

R. M. Santilli discovered new realizations of the abstract ax­
ioms of numeric fields with characteristic zero, based on an axiom­
preserving generalization of conventional associative product and 
consequential positive-definite generalization of the multiplicative unit, 
today known as Santilli isonumbers [1], and the resulting novel nu­
meric fields are known as Santilli isofields. This mathematics is ex­
actly applicable to the Interior Dynamical Systems. Isofields stim­
ulated a corresponding maximum generalization of all of 20th cen­
tury mathematics and its application to mechanics, today known 
as Santilli isomathematics and isomechanics, respectively, which is 
used for the representation of extended-deformable particles moving 
within physical media under Hamiltonian as well as contact non­
Hamiltoian interactions. Second realization of the abstract axioms 
of a numeric field, this time with arbitrary (non-singular) negative 
definite generalized unit and related multiplication, today known as 
Santilli isodual isonumber[l] that have stimulated a second covering 
of 20th century mathematics and mechanics known as Santilli iso­
dual isomathematics and isodual isomechanics. The latter methods 
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are used for the classical as well as operator form of antimatter in 
full democracy with the study of matter. In this paper, starting with 
the concept of 'isotopy' as defined by R.H.Bruck [2) and appropri­
ately applied by Santilli to define isofields, we apply it to the fields 
of non-zero characteristic resulting into Iso-Galois fields [57]. Such 
finite fields have immense applications, especially in Cryptography 
and bio-sciences. Isopermutation groups [58] is a natural outcome 
of application of 'isotopy' to permutation groups. Isopermutation 
group define a clear cut distinction between automorphic groups and 
isotopic groups. 

1 Introduction 

It was Enrico Fermi, [3] beginning of chapter VI, p.1l1 said" ..... there are 
some doubts as to whether the usual concepts of geometry hold for such 
small region of space." His inspiring doubts on the exact validity of quan­
tum mechanics for the nuclear structure led to the genesis of the whole new 
kind of generalized mathematics, called isomathematics and generalized me­
chanics, called as Hadronic mechanics. 

The founders of analytic mechanics, such as Lagrange, Hamilton [4] and 
others classified dynamical systems in to two kinds. First one is the 'Exterior 
Dynamical system' and the second one is the more complex but generalized 
'Interior Dynamical system'. 

However, over a period of time the the above distinction was abandoned 
preventing the identification of limitations of the prevailing mathematical 
and physical theories. One can easily notice that Lie's Theory is exactly ap­
plicable to the exterior dynamical systems. It was Prof. Santilli who at the 
Department of Mathematics of Harvard University, for the first time, drew 
the attention of the scientific community towards the crucial distinction be­
tween exterior and interior dynamical systems and presented insufficiencies 
of prevailing mathematical and physical theories by submitting the so-called 
axiom-preserving, nonlinear, nonlocal, and noncanonical isotopies of Lie's 
theory [5] under the name Lie Isotopic theory. Further generalization as 
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Lie-admissible theory [6, 7] was also achieved by him. 
During a talk at the conference Differential Geometric Methods in Math­

ematical Physics held in Clausthal, Germany, in 1980, Ruggero Maria San­
tilli submitted new numbers based on certain axiom preserving generaliza­
tion of the multiplication, today known as isotopic numbers or isonumbers 
[1] in short. This generalization induced the so-called isotopies of the con­
ventional multiplication with consequential generalization of the multiplica­
tive unit, where the Greek word "isotopy" from the Greek word" implied 
the meaning "same topology" [8,9]. Subsequently, Ruggero Maria Santilli 
submitted a new conjugation, under the name isoduality which yields an 
additional class of numbers, today known as isodual isonumbers [1] 

It should be quite clear that there can not be new numbers without new 
fields. This led Santilli to define 'Isofield' which is the first new algebraic 
structure defined by him. This concept of 'Isofield' further led to a plethora 
of new isoalgebraic structures and a whole new 'Isomathematics' which is a 
step further in Modern Mathematics. Subsequently, 'Isomathematics' has 
grown in to a huge tree with various branches like 'Isofunctional Analysis', 
'Isocalculus', 'Isoalgebra', isocryptography etc. 

In a nutshell, the theory of isonumbers is at the foundation of current 
studies of nonlinear-nonlocal-nonhamiltonian systems in nuclear, particle 
and statistical physics, superconductivity and other fields. 

1.1 Origin of Isonumbers 

The concept of 'Isotopy' plays a vital role in the development of this new 
age mathematics ref. R.H.Bruck [2] and [22]. 
The first and foremost algebraic structure defined by Santilli is 'isofield'. 
Elements of an isofield are called as 'isonumbers'. The conversion of unit 
1 to the isounit i is of paramount importance for further development of 
'Isomathematics' . 
The reader should be aware that there are various definitions of "fields" in 
the mathematical literature [23], [24], [25] and [17] with stronger or weaker 
conditions depending on the given situation. Often "fields" are assumed to 
be associative under the multiplication. 
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i.e. a x (b x c) = (a x b) x c 'Va, b, c E F. 
We formally define an isofield [26], [27] as follows. 

Definition 1.1. Given a lifield" F , here defined as a ring with with el­
ements a, b, c ... , sum a + b, multiplication ab, which is commutative and 
associative under the operation of conventional addition + and (generally 
nonassociative but) alternative under the operation of conventional multi­
plication x and respective units 0 and 1, "Santilli's isofields" are rings 
of elements a = ai where a are elements of F and i = T-l is a positive­
definite n x n matrix generally outside F equipped with the same sum a + b 
of F with related additive unit 6 = 0 and a new multiplication a * h = aTh, 
under which i = T-l is the new left and right unit of F in which case P 
satisfies all axioms of the original field. 

T is called the isoelement. In the above definitions we have assumed 
"fields" to be alternative, i.e. 

a x (b x b) = (a x b) x b, (a x a) x b = a x (a x b) 'Va, bE F. 

Thus, "isofields" as per above definition are not in general isoassociative, 
i.e. they generally violate the isoassociative law of the multiplication, i.e. 

ax (bxc) = (axh) xc 'Va, h, c E P 

but rather satisfy isoalternative laws. 
The specific need to generalize the definition of "number" to 'real num­
bers', complex numbers, 'quaternions' and 'octonians' suggested the above 
definition. The resulting new numbers are 'isoreal numbers', isocomplex 
numbers, 'isoquaternions' and 'isooctonians' respectively, where 'isooctoni­
ans' are alternative but not associative. 
The 'isofields' P = p( a, +, x) are given by elements a, b, c ... characterized 
by one-to-one and invertible maps a -+ a of the original element a E F 
equipped with two operations (+, x), the conventional addition + of F and 
a new multiplication x called "isomultiplication" with corresponding con­
ventional additive unit 0 and a generalized multiplicative unit i , called 
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"multiplicative isounit" under which all the axioms of the original field 
F are preserved. 

Santilli has shown that the transition from exterior dynamical system 
to interior dynamical system can be effectively represented via the isotopy 
of conventional multiplication of numbers a and b from its simple possible 
associative form a x b in to the isotopic multiplication, or isomultiplication 
for short, as introduced in [8]. 
The lifting of the product ab = a x b of conventional numbers in to the form 

axb:= a x T x b (1) 

denoted by x = xTx, where T is a fixed invertible quantity for all possible 
a, b called isotopic element. 
This isomultiplication then lifts the conventional unit 1 defined by 1 x a = 
a x 1 = a to the multiplicative isounit i defined by 

A,.. A"" "-1 
1 x a = a xl = a, where 1 = T (2) 

Under the condition that i preserves all the 8.xioms of 1 the lifting 1 ---t i 
is an isotopy, i.e. the conventional unit 1 and the iso unit i (as well 
as the conventional product a x b and its isotopic form a x b) have the 
same basic axioms and coincide at the abstract level by conception. The 
isounit i is so chosen that it follows the axioms of the unit 1 namely; 
boundedness, smoothness, nowhere degeneracy, hermiticity and positive­
definiteness. This ensures that the lifting 1 ---t i is an isotopy and conven­
tional unit 1 and the isounit i coincide at the abstract level of conception. 
Thus, the isonumbers are the generalization of the conventional numbers 
characterized by the isounit and the isoproduct as defined above. 
The liftings a ---t 0" and x ---t X can be used jointly or individually. 
It is important to note that unlike isotopy of multiplication x ----t x, the 
lifting of the addition + ----t + implies general loss of left and right distribu­
tive laws. Hence the study of such a lifting is the question of independent 
mathematical investigation. 
The first generalization was introduced by Prof. Santilli when he general­
ized the real, complex and quaternion numbers [26], [27] based on the lifting 
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of the unit 1 into isounit i as defined above. Resulting numbers are called 
isorealnumbers, isocomplex numbers and isoquatemion numbers. 
In fact, this lifting leads to a variety of algebraic structures which are often 
used in physics. The following flowchart is self explanatory. 
Isonumbers --+ Isofields --+ Isospaces --+ Isotransformations --+ Isoal­
gebras --+ Isogroups --+ Isosymmetries --+ Isorepresentations --+ Isoge­
ometries etc. 

The isounit is generally assumed to be outside the original field with 
all the possible compatible conditions imposed on it. For rudiments of 
isomathematics reader can refer to [1, 6, 7, 28]. 
The lifting of unit I to isounit i may be represented as, 
I -+ i(t,r,r,p,T,'I/J,1jJt,81jJ,81jJt, .. . ). where t is time, r is the position 
vector, p is the momentum vector, 1jJ is the wave function and 1jJ t are the 
corresponding partial differentials. The positive definiteness of the isounit 
i is assured by, 
i(t,r,r,p,T,1jJ,1jJt,81jJ,81jJt, ... ) = ~ > 0 where T is called the isotopic 
element, a positive definite quantity. The isonumbers are generated as, 
n = n x i, n = 0,1,2,3, .... 

Isofields are of two types, isofield of first kind; wherein the isounit 
does not belong to the original field, and isofield of second kind; wherein 
the isounit belongs to the original field. The elements of the isofield are 
called as isonumbers. This leads to number of new terms and parallel 
developments of conventional mathematics. 

We mention two important propositions by Santilli [10]. 

Proposition 1.1. The necessary and sufficient condition for the lifting 
(where the multiplication is lifted but elements are not) F(a, +, x) --+ 
eft', +, x), x = xTx, i = 1'-1 to be an isotopy (that is for P to verify 
all axioms of the original field F) is that t is a non-null element of the 
original field F. 

e.g. We can start with the field of real numbers ?R and construct an 
isotopic field ~ with a new multiplicative identity as i = ~ where t = 2 as 
the isounit. So, if a E ?R then a = a. ~. Thus the product of two iso numbers 

a and b will be axb = ~.2.~ = a; = ~. 
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Proposition 1.2. The lifting (where both the multiplication and the ele­
ments are lifted) 
F(a, +, x) ---t (F, +, x), a = a x i, x = xTx, i = T- 1 constitutes an iso­
topy even when the multiplicative isounit i is not an element of the original 
field. 

The following three theorems [22] directly follow from the definition of 
isofield. 

Proposition 1.3. If (F, +, x) is a field and (F, +-, x) A is Ath~ corresponding 
isofield such that the isounit IE F then (F, +, x) '" (F, +, x). 

Clearly, the map x I---t x is an isomorphism. 

Proposition 1.4. If (F, +, x) is a field and (F, +-, x) is the corr~sp?n~ing 
isofield such that the isounit I ¢. F then (F, +, x) is isotopic to (F, +, x). 

Proposition 1.5. Isofield corresponding to a non-commutative field is iso­
topic to the original field. 

The noncommutative ring of Quaternions is an example of this type. 
First we explore the very basics of Isomathematics as formulated by 

Santilli [1] and [21]. The concept of 'Isotopy' plays a vital role in the devel­
opment of this new age mathematics. Starting with Isotopy of groupoids we 
develop the study of Isotopy of quasi groups and loops via Partial Planes, 
Projective planes, 3-nets and multiplicative 3-nets. 

2 From Partial Plane to Loop 

Definition 2.1. A partial plane is a system consisting of a non-empty 
set G partitioned into two disjoint subsets(one of which may be empty), 
namely the point-set and the line-set together with a binary relation, called 
incidence, such that (i) (Disjuncture) If x is incident with y in G then 
one of x, y is a line of G and the other is a point, (ii) (Symmetry) If x is 
incident with y in G then y is incident with x in G, and (iii) If x, yare 
distinct elements of G there is at most one z in G such that x and yare 
both incident with z in G. 
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Definition 2.2. A Projective plane is a special kind of a partial plane 
G such that; (iv) if x and yare distinct points or distinct lines of G, there 
exists a z in G such that x and yare both incident with z in G ,. (v) there 
exists at least one set of four distinct points of G no three of which are 
incident in G with the same element. 

It is easy to show that in the presence of (i)- (iv), postulate (v) is equiv­
alent to ; (vi) there exists at least one set of four distinct lines of G no three 
of which are incident in G with the same element. 

A projective plane of order n has 
n2 + n + 1 points; 
n2 +n+ll1nes; 
n + 1 points on each line; 
n + 1 lines through each point. 

Example: The projective plane of order n = 2 

7 points 
7 lines 
3 points on each line 
3 lines through each point 
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2.1 k-net 

Definition 2.3. A k-net is a partial plane N whose line-set has been par­
titioned into k disjoint classes such that (a) N has at least one point, (b) 
Each point of N is incident in N with exactly one line of each class, and (c) 
Every two lines of distinct classes in N are both incident in N with exactly 
one point. 

If some line of a k-net N is incident with exactly n distinct points in N, 
so is every line of N. The cardinal number n is called the order of N. 

Since a net is a partial plane, every net may be embedded in at least 
one projective plane. Every projective plane contains nets and, of these, 
two types additive 3-net and multiplicative 3-net have special significance. 
The following tree diagram is self-explanatory. 

Partial Plane 
I 

Projective plane 

Additive k-net Multiplicative k-nets 
I 

Multiplicative 3-nets 
I 

Quasigroup of order n 
I 

Loop with prescribed identity 

3 From Geometry to Algebra 

3.1 From 3-net to Loop 

We can have an additive 3-net and multiplicative 3-net of a projective 
plane. 

Definition 3.1. A Quasigroup is a groupoid G such that, for each ordered 
pair a, bEG, there is one and only one x such that ax = b in G and one 
and only one y such that ya = b in G. 
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A quaslgroup (X, *) of order n determines a 
3-net, ego 

Quaslgroup (X, *) 

nxn n 2 points; 
3n lines; 
3 parallel classes 

of n lines each; 
n points on each line 

In other words a quasigroup is groupoid whose composition table is a 
Latin square. 

Definition 3.2. A loop is a quasigroup with an identity. 

An associative loop is a group. 

• Every 3-net N of order n gives rise to a class of quasigroups (Q,o) 
of order n by defining one-to-one mappings B(i) with i = 1,2,3 of Q 
upon the class ofi-lines of N. 

• Two quasigroups obtainable from the same 3-net by different choices 
of the set Q or of the mappings B( i) are said to be isotopic. 

• For any Q, the B( i) can be so chosen that (Q, 0) is a loop with a 
prescribed element e of Q as identity element. 
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4 Isotopy of Groupoids 

Definition 4.1. Let (G,·) and (H,o) be two groupoids. An ordered triple 
(0:., (3, 'Y) of one-to-one mappings 0:., /3, 'Y of G upon H is called an isotopism 
of (G,·) and (H, 0). provided (xo:.) ° (y(3) = (x.y),,(. 
(G,·) is said to be isotopic with (H, 0) or (G,·) is said to be an isotope of 
(H,o). 

Isotopy of groupoids is an equivalence relation. Every isotope of a quasi­
group is a quasigroup. 

4.1 Origin of Isotopy 

We underline the importance of 'Isotopy' by borrowing two paragraphs from 
the book 'A Survey of Binary Systems' by RH.Bruck [2]. 

"The concept of isotopy seems very old. In the study of Latin squares 
(which were known to BACHET and certainly predate Euler's problem of 
the 36 Officers) the concept is so natural to creep in unnoticed; and Latin 
squares are simply the multiplication tables of finite quasigroups." "It was 
consciously applied by SCHONHART, BAER and independently by AL­
BERT. ALBERT earlier had borrowed the concept from topology for appli­
cation to linear algebras; in the latter theory it has virtually been forgotten 
except for applications to the theory of projective planes." 

5 Examples on Isotopy of Groupoids 

Consider the two groupoids G = {I, 2, 3} and G' = {a, b, c} defined by the 
following composition tables. 

1 2 3 * a b c 
1 1 3 2 
2 3 1 3 

and a a c b 
b b b c 

3 2 3 2 c a a b 
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Then the ordered triple (a, (3, 'Y) defined by the permutations a = (! ~ ~), 
(3 ( 123) d (123) .. = b c a an 'Y = cab IS an lsotopy. 

Thus (G,.) and (G, *) are isotopic. 
Note that an isomorphism is just a particular case of isotopy wherein a = 
(3 = 'Y. If l is the identity mapping then (a, (3, l) is called a principal 
isotopy between the two groupoids. 

5.1 Isotopy of Quasigroups 

Consider the groupoids (L,.) and (L', *) with multiplication tables as; 

° 1 2 3 4 * ° 1 2 3 4 

° ° 1 3 4 2 ° 1 ° 4 2 3 
1 1 ° 2 3 4 
2 3 4 1 2 ° 

and 
1 3 1 2 ° 4 
2 4 2 1 3 ° 3 4 2 ° 1 3 3 ° 4 3 1 2 

4 2 3 4 ° 1 4 2 3 ° 4 1 

. (01234) Here the ordered tnple (a, (3, 'Y) defined as a = 1 2 3 4 ° ,(3 = 

( 01234) (01234). . 1 2 40 3 and 'Y = 1 2 ° 4 3 IS an Isotoplsm. Note that 

Land L' are quasi groups. 

5.2 Principal Isotopy of Groupoids 

Consider the two groupoids G and G' defined by the following composition 
tables. 

1 2 3 * 1 2 3 
1 1 3 2 
2 3 1 3 

and 
1 1 2 2 
2 3 2 1 

3 2 3 2 3 1 3 3 
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Then the ordered triple (a, (3, "() defined by the permutations a = (~ ~ i), 
(3 ( 1 2 3) d (1 2 3). .. I' t = 3 1 2 an "( = 1 2 3 IS a prmClpa ISO opy. 

Consider the groupoids and their isotopy as defined in Example 1, we 

can define 0 = a,,(-l = (; ~ i), 7] = (3,,(-1 = (~ i ~) and 

l=(i ~;). 
Note that (0,7], l) is the principal isotopy corresponding to (a, (3, "(). 

In this manner every isotopy gives rise to a principal isotopy 
such that the isotope and the principal isotope are isomorphic. 

In general, it is sufficient to consider only the principal isotopies in view 
of the following Theorem. 

Theorem 5.1. If G and H are isotopic groupo ids then H is isomorphic to 
a principal isotope of G. 

Proof. Let (a,(3,"() be an isotopy of G on to H. Let 0 = a,,(-1 and 7] = 
(3,,(-1. We have (a, (3, "() = (0"(, rn, "(). Hence there exists a groupoid K such 
that (0,7], i) is a principal isotopy of G on to K and ,,(is an isomorphism of 
K on to H. 

'Necessary and sufficient conditions that a groupoid possess 
an isotope with identity element are that the groupoid have a 
right nonsingular element and a left nonsingular element' Ref. [2]p.57. 

All the elements of a quasigroup are left nonsingular and right nonsingu­
lar (as every element occurs only once in every row and column). Therefore 
every quasigroup is isotopic to a loop. 

• This lifting of the multiplicative quasigroup to a loop with the 
prescribed identity gives rise to a multiplicative group with 
the 'prescribed identity' which Santilli termed as 'Isounit'. 
The resulting field with the multiplicative isounit is called as 
an Isofield [41]. 
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• Without loss of generality we can say that the words 'Isotopy' and 
'Axioms preserving' are synonymous. 

5.3 Galois fields 

Finite fields were first introduced by Galois in 1830 in his proof of 
the un-solvability of the general quintic equation. Hence finite fields 
are also called as Galois fields. When Cayley invented matrices a few 
decades later, it was natural to investigate groups of matrices over 
finite fields. In fact, the groups of matrices over the finite fields have 
become the most important class of groups. Finite fields have vast 
applications in computer science, coding theory, information theory, 
and cryptography. 

Thus, Galois fields are finite fields. Finite fields are of nonzero charac­
teristic. Every finite field is of prime-power order, and for every power 
of a prime there is a unique Galois field of this order. 
Santilli's isofields are defined for the fields of characteristic zero, and 
hence for infinite fields. 
Our main purpose is to apply Santilli's ideas to the fields of non-zero 
characteristic and seek for further development in this direction. 
In this paper we answer the open problems posed in [22], 

- Can we construct finite isofields of first kind ? 

- Can we construct finite isofields of second kind ? 

in the affirmative. 

6 Iso-Galois fields 

Definition 6.1. If F is an iso-field and F is finite, then F is called 
an Iso-Galois field. 
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Definition 6.2. Let F be a Galois field. If G is an Iso-Galois field 
of F wherein the prescribed multiplicative identity is from the field F 
itself, then the Iso-Galois field G is called an Iso-Galois field of 
second kind. 

Definition 6.3. Let F be a Galois field. If G is an Iso-Galois field of 
F wherein the prescribed multiplicative identity is not from the field 
F, then the Iso-Galois field G is called an Iso-Galois field of first 
kind. 

If G is an Iso-Galois field constructed from the field F then we call 
the field F as the trivial iso-field. 

7 Iso-Galois fields of second kind 

Consider a Galois field Fs as a set of following matrices of integers 
modulo 2. 

( 000) (1 (0)= 0 0 0 ,(1) = 0 
000 0 

~ ~), (2) = (~ ~ ~), (3) = 
o 1 110 

(0 0 1) 
1 1 0 , 
011 

( 110) (0 (4) = 0 1 1 , (5) = 1 
1 1 1 1 

( 1 0 1) 
100 
010 

For an isofield it will be sufficient to consider the multiplication table of 
non-zero elements of Fs. 
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(1) (2) (3) (4) (5) (6) (7) 
(1) 1 2 3 4 5 6 7 
(2) 2 3 4 5 6 7 1 
(3) 3 4 5 6 7 1 2 
(4) 4 5 6 7 1 2 3 
(5) 5 6 7 1 2 3 4 
(6) 6 7 1 2 3 4 5 
(7) 7 1 2 3 4 5 6 

Let us choose the iso-element l' = (4) = 4 E Fs in the above composition 
table. Then the iso-unit element is i = ~ = ~ = 4-1 = 5. By using the fact 
that for a E Fs, a = a· ~ = a· 5 we construct the corresponding isonumbers. 
Thus, 
2 = 2· i = 2·5 = 6. Similarly, 3 = 7, 4 = 1, 3 = 7, 4 = 1, 5 = 2, 6 = 3 and 
7=4. 
We now construct the corresponding composition table for the isonumbers 
using the fact that the isomultiplication x is defined as axb = a1'b. 
e.g. 6 x 7 = 6·4· 7 = 1 using above composition table. Thus the correspond-
ing isomultiplication table (or iso-composition table) for isonumbers will be; 

-.. .- .- .- .- .- .- .-
x (1) (2) (3) (4) (5) (6) (7) 
.-
(1) 4 5 6 7 1 2 3 
.-
(2) 5 6 7 1 2 3 4 
.-
(3) 6 7 1 2 3 4 5 
.-
(4) 7 1 2 3 4 5 6 ....... 
(5) 1 2 3 4 5 6 7 
.-
(6) 2 3 4 5 6 7 1 
.-
(7) 3 4 5 6 7 1 2 

Note that the numbers in the iso-composition table are isonumbers. 

Remark. 1. The junction j : Fs -+ Fs defined by j (x) = 5x is not an 
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isomorphism. However, 
2. The isofunction j : x -+ x is an isomorphism. 

We generalize these observations in the following Theorem. 

Theorem 7.1. If F is a Galois field such that F is an Iso-Galois field of 
second kind, where'i' E F is an isoelement and x = 'i'-lx, X E F then the 
function f : F -+ F defined by x I--t 'i'-lx is not an isomorphism but is an 
isotopism, whereas the isofunction j : F -+ F is an isomorphism. 

Proof. It is easy to verify that the function f is a translation from F to 
F and hence is not an isomorphism. It is an isotopism because we have 
prescribed a new identity and the result follows from [22]. 
If we consider the isofunction j : F -+ F then for x, y E F, j(x.y) = 'i'-lx.y 
whereas j(x)xj(y) = xxiJ = 'i'-lX.'i'.'i'-ly = 'i'-lx.y. Thus J(x.y) = 
J(x)xj(y). 0 

Theorem 7.2. If F is a Galois field of order pm and n is the number of 
involutions in F then there exist pm - n - 1 number of distinct Iso-Galois 
fields of kind two of F. 

Proof. The multiplicative group of F will obviously contain pm - 1 number 
of non-zero elements. Every involution and its inverse will obviously give 
rise to the same Iso-Galois field of second kind. Therefore the total number 
of distinct Iso-Galois fields would be pm - n - 1. 0 

8 Iso-Galois fields of First kind 

Consider a Galois field F of order 16 represented by the polynomials a + 
bx + cx2 + dx3 , a, b, c and d are integers modulo 2. The polynomials are 
generated by the powers of x using the rule X4 = 1 + x. 
The elements of the field are; (0) = (0,0,0,0), (1) = (1,0,0,0), (2) -
(0,1,0,0), (3) - (0,0,1,0), (4) = (0,0,0,1), (5) = (1,1,0,0), (6) -
(0,1,1,0), (7) = (0,0,1,1), (8) = (1,1,0,1), (9) = (1,0,1,0), (10) -
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(0,1,0,1), (11) = (1,1,1,0), (12) = (0,1,1,1), (13) = (1,1,1,1), (14) = 
(1,0,1,1), (15) = (1,0,0,1) with the following composition table for multi-
plication; 

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 
1 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 
2 2 3 4 5 6 7 8 9 10 11 12 13 14 15 1 
3 3 4 5 6 7 8 9 10 11 12 13 14 15 1 2 
4 4 5 6 7 8 9 10 11 12 13 14 15 1 2 3 
5 5 6 7 8 9 10 11 12 13 14 15 1 2 3 4 
6 6 7 8 9 10 11 12 13 14 15 1 2 3 4 5 
7 7 8 9 10 11 12 13 14 15 1 2 3 4 5 6 
8 8 9 10 11 12 13 14 15 1 2 3 4 5 6 7 
9 9 10 11 12 13 14 15 1 2 3 4 5 6 7 8 
10 10 11 12 13 14 15 1 2 3 4 5 6 7 8 9 
11 11 12 13 14 15 1 2 3 4 5 6 7 8 9 10 
12 12 13 14 15 1 2 3 4 5 6 7 8 9 10 11 
13 13 14 15 1 2 3 4 5 6 7 8 9 10 11 12 
14 14 15 1 2 3 4 5 6 7 8 9 10 11 12 13 
15 15 1 2 3 4 5 6 7 8 9· 10 11 12 13 14 

The set F1 = {O, 1,6, 11} forms a subfield of F. We consider an element 
T = 2 such that T does not belong to F1 and form an Iso-Galois field of Fl. 
The isounit i = ~ = 1'-1 = 2-1 = 15. The numbers of F1 are converted to 

following isonumbers as i = 15, () = 6.15 = 5 and fl = 11.15 = 10. Thus 
the isofield is P1 = {O, 15,5, 1O} with the following composition table for 
isomultiplication. 

" 15 5 10 x 
15 15 5 10 
5 5 10 15 
10 10 15 5 

e.g the isoproduct of 5 and 10 is given by 5.1'.10 = 5.2.10 = 15. 
Similarly, if T = 7 then i = ~ = 7-1 = 10. The numbers of Fl are converted 

to following isonumbers as i = 10, () = 6.10 = 15 and fl = 11.10 = 5. Thus 
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the isofield is FI = {O, 10, 15, 5} with the following composition table for 
isomultiplication. 
x 10 15 5 
10 10 15 5 
15 15 5 10 
5 5 10 15 

Theorem 8.1. If F is a Galois field of order pn and FI is a sub field of F 
of order pm such that F \ FI has r number of involutions, then there exist 
pn - pm - r number of distinct Iso-Galois fields of first kind of Fl. 

Proof. FI is a subfield of F implies min. Let n = m + r. Then 
o(F \ F1) = pn - pm = pm+r _ pm = pm(pr - 1) ... (1). 
Case I : If p = 2 then (1) =* o(F \ FI ) is even. 
Case II ; If p =f 2 then pr - 1 is even and again o( F \ FI ) is even. 
Also, if x E F \ H then X-I also belongs to F \ H. Thus, each x E F \ FI 

gives rise to one isofield of first kind of Fl. Now, if x is an involution then 
x = X-I and hence x and X-I will give rise to same isofield. If there are 
r number of involutions in F \ FI then the number of elements which give 
rise to distinct isofields will be pn - pm - r. Hence the result. 0 

9 Isotopically Isomorphic Realization 

Santilli's isofields have multiplicative group which is isotopically isomor­
phic realization (when the isounit is from the field itself) or isotopically 
isomorphic representation (when the isounit is from outside the field) of the 
multiplicative group of the original field. For a given group G if we consider 
all permutations of the group elements, then there exist permutations which 
are the right regular representations, and permutations which are the left 
regular representations of G. In this case, each permutation is actually an 
isogroup with respect to the induced isounit and isomultiplication. These 
isogroups can have extensive applications in cryptography, coding theory 
and biological sciences wherein the codes and the keys are to be continuosly 
changing for the strongest security. 
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Isotopism of the fields [1], [10] and [12] defined by R.M. Santilli induces 
isotopism of the groups in the following manner. 

Definition 9.1. If G is a group then the permutation of the elements of 
G by a E G from the left (or right) is an isogroup G with isomultiplication 
x defined on it. We say that G is the left-isotopically isomorphic re­
alization (or right-isotopically isomorphic realization) of the group 
G. 

Thus, G itself is the isotopically isomorphic realization (both left and right) 
of the group G where a = e. 

Definition 9.2. If G is a group then the set of all left-isotopically isomor­
phic realizations (or right-isotopically isomorphic realizations) of G is called 
the left-isopermutation group (or right-isopermutation group). 

Definition 9.3. A group for which both left-isopermutation group and right­
isopermutation group coincide is called an Iso-permutation group. 

Remark:- 1) Note that if the group G is abelian then both left-isotopically 
isomorphic realizations and right-isotopically' isomorphic realizations of G 
are same. Hence G is an isopermutation group. 
2) Also, the left-isopermutation group of G is the left regular representation 
of G which is faithful. Similarly, the set of right-isopermutation group of G 
is the right-regular representation of G which is faithful. 

Proposition 9.1. The isomorphic realizations of a group G consist of a 
class of automorphisms of the group G and the class of translations of the 
group G by the elements from the group G itself 

Proof Aut ( G) forms a class of permutations of G where identity is mapped 
with identity. Also, left regular representations and right regular represen­
tations form a class of permutations which are isotopically isomorphic to 
G. 0 

Let us consider the composition table of the abelian group G = {I, a, b, c} 
with respect to multiplication. 
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. 1 a b c 
1 1 a b c 
a a 1 c b 
b b c a 1 
c c b 1 a 

Clearly, the set of left-isotopically isomorphic realizations of G = the set of 
right-isotopically isomorphic realizations of G = left regular representation 
of G = right regular representation of G 

( 1 a b c) (1 a b c) (1 a b c) (1 a b c) 
={ 1 abc ' a 1 c b ' b cal ' c b 1 a }< 
84 • 

Let us consider a non-abelian group, 
Sa = {e, f, g, h, i, j} = {(I), (23), (12), (123), (132), (13)} with the following 
composition table; 

e f g h i. j 
e e f g h i j 
f f e h g j i 
g g i e j f h 
h h j f i e g 
i i g j e h f 
j j h i f g e 

Then, 
set of left-Isotopically isomorphic realizations of G = left regular represen-
tation of G 
={ (e f 9 h i j) (e f 9 h i j) (e f 9 h i j) e f 9 h i j , f e h 9 j i ' 9 i e j f h ' 

(e f 9 h i j) (e f 9 h i j) (e f 9 h i ~ )} <86• h j f i e 9 , i 9 j e h f ' j h i f 9 

Proposition 9.2. Permutations which represent the isotopically isomorphic 
groups of a group G form a subgroup of the group SG. 
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Proof left-isotopically isomorphic realizations (or right-isotopically isomor­
phic realizations ) of a group is the left regular representation (or right 
regular representation) of G and hence form a subgroup of Sa. 0 

Proposition 9.3. If G is an abelian group of order n then the number of 
isotopically isomorphic realizations of G is n. 

Proof Each element of the group will give rise to a left translation of the 
elements of G which is same as the right translation. 0 

Proposition 9.4. If G is a non-abelian group of order n then the number 
of isotopically isomorphic realizations of G is 2n - 1. 

Proof Each element of G will give rise to distinct left and right translations 
of the group G. 0 

Proposition 9.5. Holomorph of a group is the semidirect product of Aut(G) 
and left-isopermutation group (or right-isopermutation group) of G. 

Proof Let G be a group and A and p be the left regular and right regular 
permutation representation of G defined by gA : x -+ g-lx and gP : x -+ xg. 
Clearly, both A and p are regular and faithful representations of G. Thus, 
the left regular and right regular permutation representation of G form 
subgroups GA and GP of Sym G. But GA = left isopermutation group of 
G and GP = right isopermutation group of G. We know that [?], HoI G = 
(GA, Aut(G)) = (GP, Aut(G)) < Sym(G). Hence HoI G = (left isopermuta­
tion group, Aut (G)) = (right isopermutation group, Aut(G)) < Sym(G). 
Also, Hol(G) = Aut(G) ~ GA and Hol(G)= Aut(G) ~ GP. Hence the result. 

o 
Proposition 9.6. If G is a group then the left-isopermutation group of G 
(right-isopermutation group of G) is the centralizer of right-isopermutation 
group of G (left-isopermutation group of G) in the holomorph of the group 
G. 
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Proof. Let G be a group. Consider the left regular representation G>" of G 
and the right regular representation GP of G defined by g>" : X ---* g-lx and 
gP : X ---* xg. Then both .A and p are faithful representations of G. Also, the 
equations CHolG(GP) = G>" and CHolG(G>") = GP hold for any group G. 

o 

9.1 Applications and advances 

Quantum mechanics was sufficient to deal with 'Exterior Dynamical sys­
tems' which are liner, local, lagrangian and hamiltonian. The main purpose 
of formulating the new generalized mathematics was to deal with the in­
sufficiencies in the modern mathematics to describe 'Interior Dynamical 
systems' which are intrinsically non-linear, non-local, non-hamiltonian and 
non-lagrangian. The axiom-preserving generalization of quantum mechan­
ics which can also deal with non-linear, non-local non-hamiltonian and non­
lagrangian systems is called the Hadronic mechanics. The mechanics; built 
specifically to deal with 'hadrons' (strongly interacting particles) ref. [21]. 
Prof. Santilli, in 1978 when at Harvard University, proposed 'Hadronic me­
chanics' under the support from U. S. Department of Energy, which was 
subsequently studied by number of mathematicians, theoreticians and ex­
perimentalists. Hadronic mechanics is directly universal; that is, capable 
of representing all possible nonlinear, nonlocal, nonhamiltonian, continuous 
or discrete, inhomogeneous and anisotropic systems (universality), directly 
in the frame of the experimenter (direct universality). In particular the 
hadronic mechanics has shown that quantum mechanics is completely inap­
plicable to the synthesis of neutron [50], as mass of the neutron is greater 
than the sum of the masses of proton and electron (called "mass defect") 
of which it is made. In this case quantum equations are completely incon­
sistent. Hadronic mechanics has achieved numerically exact results in the 
cases in which quantum mechanics results are not valid. For further details 
of isonumber theory we recommend refs. [51, 1, 52, 50, 53]. 

As far as mathematics is concerned, one of the major applications of ison­
umber theory is in Cryptography, ref. [54]. Cryptograms can be lifted 
to iso-cryptograms which render highest security for a given crypto-system. 
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Isonumbers, hypernumbers and their pseudo-formulations can be used effec­
tively for the tightest security via new disciplines, isocryptology, genocryptol­
ogy, hypercryptology, pseudocryptology etc. More complex cryptograms can 
be achieved using pseudocryptograms in which we have the additional hid­
den selection of addition and multiplication to the left and those to the right 
whose results are generally different among themselves. Yet more complex 
pseudocryptograms can be achieved in which the result of each individual 
operations of addition and multiplication is given by a set of numbers [54]. 
Santillian iso-crypto systems have maximum security due to a large variety 
of isounits which can be changed automatically and continuously, achieving 
maximum possible security needed for the modern age banking and other 
systems related with information technology. 

Reformulations of conventional numbers to the·most generalized isonumbers 
and subsequently to genonumbers and hypernumbers led to a vast variety 
of parallel developments in the conventional mathematics including hyper­
structures [55] and its various branches such as 'iso-functional analysis' ref 
[38], iso-calculus ref [56], iso-cryptography [54] etc. 
Iso-Galois fields [57], Iso-permutation groups [58, 57] have been defined by 
this author, which can play an important role in cryptography and other 
branches of mathematics where finite fields are used. Investigations are 
underway. 

Isomathematics can also explain complex biological structures and hence 
has applications in Fractal geometry. Further applications in Neuroscience 
and Genetics can provide new insight in these disciplines. 
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